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Abstract

We address the problem of acquiring reliable ratings of
items such as restaurants or movies from the crowd. We
propose a crowdsourcing platform that takes into con-
sideration the workers’ skills with respect to the items
being rated and assigns workers the best items to rate.
Our platform focuses on acquiring ratings from skilled
workers and for items that only have a few ratings. We
evaluate the effectiveness of our system using a real-
world dataset about restaurants.

Introduction
In rating websites such as Yelp or MovieLens, some peo-
ple provide untruthful ratings, either because they are cheat-
ing, or because they are not knowledgeable enough about
the items they are rating. In addition, the number of ratings
are usually not balanced across the items being rated. Some
items have many ratings while others have a few ratings. Un-
truthful and imbalanced ratings can deteriorate recommen-
dation accuracy in these rating websites.

In this paper, we present a novel crowdsourcing platform
that acquires reliable ratings for a set of items from a set of
workers. A reliable rating is a truthful rating provided by a
skilled worker. Our data acquisition differs from a recom-
mendation system in that it focuses on acquiring more data
(meaning, ratings for items that only have a few ratings) and
that it finds workers who are most likely to be knowledge-
able about items (as opposed to workers who will discover
items through the system, experience those items and then
come back and rate them).

Most related work either assume the existence of one
valid ground truth (Li, Zhao, and Fuxman 2014; Satzger
et al. 2012; Karger, Oh, and Shah 2011; Ho, Jabbari, and
Vaughan 2013), or are generally post-processing methods
(Tian and Zhu 2012), or both (Joglekar, Garcia-Molina, and
Parameswaran 2013; Wolley and Quafafou 2013). In our set-
ting, rating of items is a subjective task and there is no sin-
gle correct rating that can be used to estimate worker skills.
Moreover, we do not use worker skills as a post-processing
method as most previous work, but use it to dictate the
choice of which items to rate by which workers.
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Figure 1: The Crowdsourcing Platform.

Crowdsourcing Platform
Our platform (shown in Figure 1) works as follows. First,
it groups the items to be rated into a set of clusters based
on their characteristics, which we refer to as itemsets. Item-
sets are then used to model that workers are more skilled
to rate certain types of items more than others. To represent
worker skills, our framework associates each worker with a
profile which is a vector of scores representing the skills of
the worker for each itemset. The profile of a worker is con-
stantly updated based on the ratio of items a worker has rated
per itemset and the agreement of the worker with other sim-
ilar skilled workers in the platform. To find groups of simi-
lar workers, we constantly cluster workers based on the rat-
ings they provide using incremental hierarchical clustering.
Workers who consistently fail to join any cluster, or have low
profile values for all itemsets are suspected to be unskilled
workers since they provide very different ratings from all
other workers in the system. Such workers are then asked to
pass a verification test which is simply another set of rating
tasks where a worker is asked to rate items she has rated be-
fore. The verification test is designed as another rating task
to disguise it from actual unskilled workers and to not turn
off falsely-flagged workers. A worker passes the verification
test if she is relatively consistent with her previous ratings,
otherwise she is banned from the system.

Finally, our platform relies on a utility function to pro-
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vide a given worker with the best items to rate. Our util-
ity function is composed of two sub-components. The first
component, SetUtility(w, Ij) takes into consideration the
worker profile and the number of ratings the worker has al-
ready provided for the itemset Ij . The second component,
ItemUtility(w, i), takes into consideration the number of
ratings available for the item i and the closeness of the item
to other items the worker knows.

More precisely, given a worker w and an itemset Ij , the
SetUtility component is defined as follows:

SetUtility(w, Ij) = β1 · (1− #ratings(w, Ij)

MAXk#ratings(w, Ik)
)

+ β2 · (w.pj)
where β1 + β2 = 1, #ratings(w, Ij) is the number of rat-
ings the worker w provided for Ij and w.pj is the profile
value of worker w for Ij . Similarly, given a worker w and an
item i, the ItemUtility component is defined as follows:

ItemUtility(w, i) = β3 · (1− #ratings(i)

MAXj#ratings(j)
)

+ β4 ·
Σj∈Iw

k
sim(i, j)

|Iwk |
where β3 + β4 = 1, #ratings(i) is the total number of
ratings for item i and Iwk is the set of items that worker
w knows. The similarity sim(i, j) is the similarity between
two items i and j and it can be measured based on their char-
acteristics (e.g, geographic distance between restaurants).

The final utility function utility(w, i) of item i belonging
to itemset Ij for worker w is then computed as the average of
ItemUtility(w, i) and SetUtility(w, Ij). Once the utilities
of every item for a given worker w are computed, we pick
the item i for which utility(w, i) is maximum and provide
this item to the worker w to rate.

Evaluation
To test the effectiveness of our platform in acquiring reliable
ratings, we use a real dataset of restaurant ratings, identify
skilled and unskilled workers in this dataset using our plat-
form, and measure the errors made by an off-the-shelf rec-
ommendation system (Lee, Sun, and Lebanon 2012).

Using our platform, we acquired a total of 540 ratings
for 50 selected restaurants in Grenoble, France. The ratings
were collected from 57 workers, seven of which were skilled
workers and 10 were unskilled workers with random ratings.

We split our dataset into training and test sets. For each
rating in the test set, we computed its predicted value based
on the training set and then calculated the RMSE (root mean
squared error). Using the full dataset, containing both skilled
and unskilled workers, we got an RMSE of 2.202. Using
only skilled workers, we obtained an RMSE value of 1.021.
We can therefore conclude that the ability to isolate un-
skilled workers in this dataset reduced recommendation er-
ror by 53.6%. This result is quite promising and shows the
effect of worker skill on the quality of the ratings acquired.

We also compared our utility function to two other base-
line utility functions: i) a recommendation-based utility

function, in which the next item shown to the worker is
the one recommended to the worker according to the rat-
ings she already gave using an off-the-shelf recommenda-
tion system, and ii) a random utility function, in which the
next item is randomly selected. To test which utility func-
tion performs best, we analyzed the number of ratings the
framework asked each unskilled worker before identifying
her. On average, the random utility function needed to show
36 items before identifying an unskilled worker and the
recommendation-based utility function needed to show 34
items before identifying an unskilled worker, while our util-
ity function needed to present only 25 items before identify-
ing an unskilled worker. This means that our utility function
was able to identify unskilled workers earlier than the other
two functions by at least 30%.

Conclusion
We presented a crowdsourcing platform to acquire reliable
ratings of items. Our platform relies on incremental hierar-
chical clustering to estimate worker skills and a carefully-
designed utility function to assign underexposed items to the
most skilled workers. We have demonstrated the effective-
ness of our platform using a real dataset about restaurants. In
the future, we plan to run more experiments on other datasets
and to extend our framework to identify worker bias when
rating items.
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