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Abstract

Planning in real-time strategy (RTS) games is challenging
due to their very large state and action spaces. Action ab-
stractions have shown to be a promising approach for dealing
with this challenge. Previous approaches induce action ab-
stractions from a small set of hand-crafted strategies, which
are used by algorithms to search only on the actions returned
by the strategies. Previous works use a set of expert-designed
strategies for inducing action abstractions. The main draw-
back of this approach is that it limits the agent behaviour
to the knowledge encoded in the strategies. In this research,
we focus on learning novel and effective strategies for RTS
games, to induce action abstractions. In addition to being ef-
fective, we are interested in learning strategies that can be
easily interpreted by humans, allowing a better understand-
ing of the workings of the resulting agent.

Introduction

Real-time strategy (RTS) games are challenging for search-
based planning systems. This is because RTS games nor-
mally have very large action spaces. Further, search algo-
rithms are allowed only a few milliseconds for planning.
Churchill and Buro (2013) introduced the concept of action
abstraction, a promising approach for dealing with large ac-
tion spaces in the context of real-time planning. Action ab-
stractions allow search algorithms to explore only a subset
of the legal actions available at a given state. Previous works
used a small set of expert-designed strategies for inducing
action abstractions by considering during search only the
actions returned by the expert-designed strategies. The prob-
lem of using a small set of expert-designed strategies is that
the resulting agent can be limited by the expert’s knowledge.
In Mariño et al. (2019), we mitigated this problem by gener-
ating a large pool of strategies Z from a small set of strate-
gies designed by experts. We also presented an evolutionary
algorithm that returns a subset of Z , which was then used to
induce an action abstraction. The main drawback of Mariño
et al.’s approach is that the agent behaviour could still be
limited by the experts’ knowledge encoded in the initial set
of strategies Z .

In this research, we are interested in learning novel and
effective strategies from scratch, i.e., without an initial set
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of expert-designed strategies. In order to address this prob-
lem, we aim to generate and evolve computer programs
where each program defines a strategy for playing the game.
Namely, we propose a Genetic Programming approach that
is able to discover entirely novel strategies represented by
computer programs. Our hypothesis is that abstractions in-
duced by the strategies generated with our Genetic Program-
ming approach could define more promising search spaces
for heuristic search algorithms.

In addition to be effective, we are interested in generating
strategies that can be interpretable by humans. Artificial In-
telligence algorithms do not usually instruct people on how
to solve the problem in question. This is because planning
algorithms only tell you the best action to take without ex-
plaining the reasons for their chooses. As example, the algo-
rithm AlphaGo described in Silver et al. (2016), during its
match against Lee Sedol, made the famous movement 37,
which was initially considered a wrong movement because
it was not a common one according to professionals. How-
ever, movement 37 turned out to be key for AlphaGo’s vic-
tory. We argue that easily interpretable strategies can help
in the learning process of humans, who could train from the
agent behaviours encoded in the strategies.

Empirical results on μRTS, a real-time strategy game de-
veloped for research purposes, show that our previous meth-
ods are effective and our current work is promising.

Previous Work: Evolving Expert-Designed

Strategies

In a previous work, we introduced an evolutionary approach
for generating action abstractions (Mariño et al. 2019). In
that work, we introduced an approach to automate the gen-
eration of action abstractions for two-player extensive form
games while still using the knowledge encoded in a small set
of expert-designed strategies. Namely, our approach gener-
ates a large pool of strategies Z from a small set of options
I designed by domain experts. This is achieved by defining
the strategies in I as rule-based strategies. By changing the
parameter values of those rule-based strategies we are able
to generate a large pool of strategies Z , and any non-empty
subset of Z can be used to induce an action abstraction.

In this previous work, we cast the problem of generating
an action abstraction from Z as a two-player simultaneous-
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move game, which we name the subset selection game
(SSG). In the SSG each player selects a subset of Z , A and
B, which are then used to induce an action abstraction for
each player. The payoff of the SSG is defined by the result of
the original two-player extensive-form game played by two
versions of a planning system: one using the action abstrac-
tion induced by A and another using the action abstraction
induced by B.

For solving the SSG we introduced an evolutionary al-
gorithm and evaluate it in the domain of μRTS. Empirical
results on small μRTS matches showed that our evolution-
ary approach is able to converge to a Nash equilibrium pro-
file for the SSG. Results in medium-sized and large μRTS
matches showed that two search-based planning systems us-
ing action abstractions derived by our method are able to
outperform all state-of-the-art planning systems tested in our
experiments.

The results of this work were published in Mariño
et al. (2019). A version of the search-based algorithm
A3N (Moraes et al. 2018) using an action abstraction gener-
ated by our method won the 2018 μRTS competition in two
tracks. The μRTS competition is organized to approach re-
search questions underlying the development of algorithms
able to planning in large action spaces.

Despite the promising results of Mariño et al. (2019), the
agent behaviour could still be limited by the experts’ knowl-
edge encoded in the initial set of strategies in I.

Current Work: Discovering New Strategies

Via Genetic Programming

In order to avoid that the resulting agent behaviour depends
on an initial set of expert-designed strategies, we address
the generation of new strategies through a Genetic Pro-
gramming approach. Instead of evolving predefined expert-
designed strategies, we aim to generate and evolve multiple
sets ∇ of computer programs, where each program in ∇ de-
fines a strategy for playing the game. A set ∇ is considered
“fit for survival” if a search algorithm using the action ab-
straction induced by ∇ is able to defeat the same search al-
gorithm using an action abstraction induced by another set
of programs. Evolutionary operators such as mutation and
crossover are applied directly to the computer programs, en-
abling the discovery of novel strategies that could go beyond
the expert’s knowledge.

Another research question we will investigate is if the in-
terpretable strategies generated by our approach can help in
the learning process of humans. Since the strategies gener-
ated by genetic programming are encoded as code, our hy-
pothesis is that the code itself can be easily interpreted and
used by humans to learn directly from the strategy. There
are two target audiences that can learn from these strategies.
Players could learn from the strategies in order to improve
their skills. Professional game AI programmers can be as-
sisted in the creation of agents through the examples given
by novel and effective strategies that our method discovers.

Conclusion

In a previous work, we demonstrated that evolutionary ap-
proaches can be effective to generate action abstractions.
The main drawback of that approach is that it limits the
agent’s behaviour to the knowledge encoded in an initial
set of expert-designed strategies. In our current research we
are trying to use Genetic Programming approaches to evolve
novel strategies that do not have to rely on an initial set of
expert-designed strategies. Also, we hope that the strategies
generated by our proposed Genetic Programming approach
can be easily interpretable by humans, allowing a better un-
derstanding of the workings of the resulting agents.
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