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Abstract
Esports is an organised form of video games played competitively. The esports industry has grown rapidly in recent years, with global audiences estimated at the hundreds of millions. One of the most popular esports formats is the Multi-Player Online Battle Arena (MOBA), which sees two teams of players competing. In MOBAs and other team-based games, individual players take on different roles or functions to help achieve victory for their team. MOBA characters can be played in different ways to align with team roles. However, most current esports analytics systems do not separate the data, such that each role is analysed separately. This is a problem because it is difficult to evaluate the performance of different roles with the same metrics. For example in football, goals scored is a great metric for striker performance, but a poor one for goalkeeper performance. Using Dota 2 as a case study, we propose a method using ensemble clustering to classify and label individual roles for each hero in Dota 2. Rather than focusing on pre-existing roles defined by expert knowledge, we allow unsupervised learning to identify roles which each hero can play in an unbiased way. This work enables the separation of historical data for each hero, enabling a more accurate analysis to be performed by analytical tools.

Introduction
Esports (from electronic sports) describes situations where digital (video) games are played competitively. It is a rapidly growing subsection of the games industry and associated culture, which has evolved from a niche segment into a mainstream global phenomenon. Not only is esports globally popular, but also supports a rapidly growing viewership. Esports spans many genres, from digital versions of traditional sports, to First Person Shooters (FPS) such as Counter Strike: Global Offensive or Multiplayer Online Battle Arena (MOBA) games such as Dota 2 (Valve 2019) and League of Legends (Riot 2019). Broadcast coverage of esports follows the same approaches as traditional sports broadcasting. For example, pregame coverage featuring expert panels, athlete coverage, post-match commentary, and interviews, etc (Block, Florian O., et al. 2018; Schubert, Drachen, and Mahlmann 2016; Newzoo 2017; EsportsCharts 2018; Superdata 2016; Eggert et al. 2015; Rioulit et al. 2014).

Spectating esports is an increasingly common pastime: Two of the biggest esports MOBA titles, Dota 2, and League of Legends attract millions of viewers, and their world championships boast multi-million dollar prize pools (EsportsCharts 2017b; 2017a). With more viewers and more revenue on the line, comes a desire for something which is commonplace in traditional sports: accurate analytics (Hurst 2019). Given the digital nature of esports games, all actions of players can be tracked and analysed, providing unprecedented volume and precision in performance tracking as compared to traditional sports. Esports data and the analyses and statistics that can be derived from them, can be used both by broadcasters, viewers, analysts, teams and players of the game (Block, Florian O., et al. 2018; Schubert, Drachen, and Mahlmann 2016).

The complexity of esports games is a considerable barrier to entry, and analytics can be used in broadcasts to reduce this barrier for unfamiliar viewers.

One way to do this is straightforward performance metrics. To make a comparison to traditional sports, in football (soccer), “goals scored” could be a good metric for the performance of a striker, and spectators know this. On the other hand, it would not be a useful metric for a goalkeeper or defender. Therefore, knowing a player’s role on a team is an important prerequisite when trying to perform many kinds of sports and esports analytics, such as ascertaining whether the player has performed well. In esports, roles on a team can be less clear, depending on the specific genre. Furthermore, players can switch roles between games, so it is not simple to identify a player’s role in such esports titles as compared to physical team sports. Using the game Dota 2 as a case study, the work presented here seeks to solve this problem using cluster analysis to build a labelled dataset, as foundational work enabling esports analytics in MOBAs and beyond.

Contribution
This work presents a novel approach for identifying the different roles in which Dota 2 heroes (player-controlled characters) can be played, in order to build a labelled dataset
that can be used for more accurate future esports analytics. Unlike previous approaches (Eggert et al. 2015; Gao et al. 2013) that attempt to perform role detection through the use of performance based metrics, the approach presented in this paper uses non-performance based metrics. This approach improves role detection and identification as it is less skewed by games in which players underperformed at their roles, either through bad gameplay or as a result of losing the game.

Role detection gives commentators more information for broadcasts (Block, Florian O., et al. 2018) and potentially can improve the accuracy of prediction models that rely on data from heroes within a game (Kinkade, Jolla, and Lim 2015). For example, a hero which is played in two different roles may have drastically different win rates on each of those roles; suppose a hero has a 50% win rate overall, but the same hero has a 60% win rate when played in role A, and a 40% win rate when played in role B. To use an analogy to traditional sports again, imagine how a player’s win rate may change in football if they play as a central defender or as a defensive midfielder.

This paper specifically contributes novel work in the following areas:

- A role detection method which is unbiased by performance
- A method for using unsupervised learning to create labelled data for subsequent supervised learning methods

**Related Work**

The esports industry has expanded in global size at a considerable pace in the past few years (Newzoo 2017; EsportsCharts 2018; Superdata 2017). The open availability of detailed behavioural telemetry from many esports titles has fuelled an emergence of start-ups that are building services on top of the data, or exploring new ways of monetising tournaments and audience. Collectively, the esports industry is producing knowledge at an increasing pace. However, due to commercial confidentiality, this knowledge is not publicly available and building a reasonable state-of-the-art in esports research is, therefore, challenging at best. Academic work on esports is published across a wide variety of disciplines, including AI, analytics, psychology, education, visualisation, ethnography, marketing, management, business and regulation (Yang, Harrison, and Roberts 2014; Schubert, Drachen, and Mahlmann 2016; Seo 2013; Hamari and Sjöblom 2017).

This work focuses on improving the datasets available from various esports titles that are used to perform the analysis of behavioural telemetry data (Demediuk et al. 2018; Wang 2016; Yang, Harrison, and Roberts 2014; Hodge, et al. 2017; Yang, Qin, and Lei 2016; Clegern, et al. 2017). Currently there are two pieces of work that investigate role detection, Gao et al. (Gao et al. 2013) who classified Dota 2 heroes based on performance metrics, targeted the identification of the heroes that players are playing, and the role they are taking. The result is a model with three different roles a player can undertake and an associated prediction of which role a player is placed in. Compared with a labelled dataset, the precision is about 74%, but it is not clear how soon in a match that a prediction can be made. Following up on this work, Eggert et al. (Eggert et al. 2015) used logistic regression to classify players into predetermined roles using performance metrics. The central problem with using performance metrics such as ‘Experience per Minute’, or ‘Kills, Deaths and Assists’ as the basis for role detection is that they can indicate the wrong role. For example, if a team is losing, this can make a hero played as a carry look like a support instead. Furthermore, Eggert et al. also reported the need to introduce two roles, ‘feeders’ and ‘inactive’ which do not represent strategic decisions and instead represent poor performance or absence.

As noted by Eggert et al., even human esports experts sometimes disagree about whether a hero is played as a specific role. By using an unsupervised clustering approach, as is the case in this paper, we also avoid the pitfall of using manually labelled data.

**Dota 2: gameplay and roles**

Our work is applied to Dota 2, which was selected for the following reasons: it is one of the most popular esports and is exemplary of the popular genre of MOBAs; it has more ingame telemetry data openly available to the public for analysis compared to other popular MOBAs, such as League of Legends; and there is an existing body of work on Dota 2.

Dota 2 is a MOBA split where two teams of 5 players each are pitted against one another. Each player selects one of (at the time of writing) 115 unique ‘heroes’ and then both teams use abilities and items to gather resources across the 3 lane map (Figure 1), destroying opposition towers along the way to ultimately get access to and destroy the opposing team’s base. With each hero being unique, a large part of the game’s strategy involves finding the strategically optimal combinations of heroes. Each hero has different characteristics and abilities, so the combination of heroes on each team can significantly affect which team wins or loses.

In Dota 2, ‘ability’ has a specific meaning and it refers to the unique spells that a given hero has access to. These take many different forms and include effects to disable opponents, heal allies, teleport across the map, and deal damage.

When a match commences the heroes play different roles, where they aim to acquire resources via fights against the rival team to progress through hero levels and become more powerful. Winning a game requires coordination within the team and the ability to react to the opposition’s tactics and behaviour. The game is real-time with hidden information and has deep strategic gameplay. In these games every single player action can be tracked, allowing performance evaluation of players to cover dozens of metrics and spatio-temporal dimensions to provide important context (Drachen, et al. 2014; Schubert, Drachen, and Mahlmann 2016; Eggert et al. 2015; Block, Florian O., et al. 2018; Demediuk et al. 2018).

In addition to the vast differences in abilities, Dota 2 heroes tend to have different roles. A hero’s role is a central concept in MOBAs, just as the responsibilities assigned to an individual are important in any team-based activity.
While some heroes are designed for specific roles, they can in principle be played in any role.

One example of role distribution among heroes is to consider them on a carry/support spectrum (Malyshev 2019), also referred to as position 1-5 (ShiaoPi et al. 2019). At one end of the spectrum are heroes that become strong late in a match, called ‘carries’. The purpose of the ‘carry’ role is to provide substantial late-game offensive power, potentially carrying the whole team to victory. In contrast, the ‘support’ role aims to protect the ‘carry’ role early in the game, where the ‘carry’ role is weak. Reiterating, a role is a way of playing a hero, taking on a specific responsibility within the team. Where a hero is a specific character in the game, which can potentially be employed within different roles.

It is worth noting that whilst the carry/support spectrum is an important way of defining role within a team, there are other aspects to a player’s role, which are somewhat agnostic of the support/carry spectrum. Some examples of these other roles defined by Valve include: ‘Initiator’, ‘Durable’, ‘Escape’ and ‘Nuker’. Therefore, a role can be seen as a combinatorial construct comprised of a position on the support/carry spectrum, and other factors.

The role allocation in a team affects how in-game resources such as ‘gold’ and ‘experience’ will be allocated to each player, and in some cases dictate where on the map they will spend most of their time. The Dota 2 map is asymmetrical and comprises three lanes that lead to the opposition’s base, so for each team, there is a ‘safe lane’, a ‘middle lane’, and an ‘off-lane’, see Figure 1. Typically, the safe lane will have the hardest ‘carry’ on the team (with hardness referring to how focused the role is on being a ‘carry’ and that a ‘carry’-optimized hero is being used), the mid lane will contain the second hardest ‘carry’, and the off lane the third hardest ‘carry’. Generally, the other two heroes will be ‘supports’ who will be lane supports for a ‘carry’ or roam the map trying to disrupt the opponents. Again, support or carry is one of several aspects which define a role.

As a final note, it is important to say that roles are distinct from player styles, such as those investigated in (Normoyle and Jensen 2015), which are descriptive of a given player’s disposition or abilities in a specific video-game, rather than a player’s role in a given match of that game. Indeed, these player styles include roles played as input. This distinction is because our work is instead trying to figure out a player’s role in a given match, as opposed that player’s preferences and abilities generally.

**Dataset**

The dataset used in this research was retrieved from Open-Dota (OpenDota 2019). We restricted the games collected to the last 5000 Professional and 5000 Semi-Professional games played prior to the 5th of December 2018. These games are more specifically, games that are played at Dota 2 majors and minors, as well as smaller professional tournaments. This restriction also allows for the use of professionally commimated matches to manually verify the detected roles. As well as this, the approach will include more representative roles, since these games encourage playing heroes in roles defined within the current meta-game, rather than playing experimentally.

We have chosen the hero ‘Earthshaker’ as an example hero for which we will identify and label games. This hero was chosen because Earthshaker is played in multiple distinct roles. However, due to the constantly changing nature of Dota 2 through the application of patches, we are required to limit the range of games further by only including games after Earthshaker’s last major talent update, which occurred in Patch 7.07, on the 31st of October 2017. Games prior to this date would not be useful in further analysis, as the performance and behaviours from these games can not be reproduced. Therefore, the refined period of data collection was between the 1st of November 2017 to the 5th of December 2018. In this time, there were 654 professional and semi-professional games in which Earthshaker was played. Whilst we have limited this paper to presenting only one hero (for ease of explanation and discussion) the methods presented in this work can readily be applied to all Dota 2 heroes.

**Methodology**

To identify a player’s role without metrics which can be skewed by good or bad performance, or using human labelled data, a five-step process was adopted:

- Define non-performance based metrics which are potentially indicative of a player’s role on a team.
- Investigate various clustering approaches to determine the right clustering method for the data type.
• Apply clustering to classify play-styles, which are defined by the data, rather than by the existing preconceptions of roles for a hero.
• Combine each of the sub-clusters using ensemble clustering for the development of classifications.
• Use the classifications as labels to create a large role-labelled data set of professional Dota 2 games.

Data Representation
A key reason for this research is to build towards a methodology that uses non-performance metrics and behavioural data, which are agnostic of the game outcome. In many fields, and particularly in team games, it is possible to perform excellently but still fail: perhaps your opponents outperformed you, perhaps your teammates let you down. In either case, it would be ideal to recognise how well you did with the opportunities presented to you. In order to recognise whether a team member did their job well, it is first necessary to know what that job was. Thus, the problem becomes classifying a player’s role on a team, independent of performance.

In the context of MOBAs, role-identification has been attempted before but previous methods have relied on metrics that are directly correlated to performance, and have required manually annotated datasets, which is a very laborious process (Eggert et al. 2015; Gao et al. 2013). Our proposed approach attempts to solve both of these issues. Initially, the problem of roles being correlated to performance can be addressed by trying to identify roles only using metrics that are believed to be agnostic of player/team performance, and of the game’s outcome. To achieve this, three factors were considered that are believed to indicate a player’s role in their team:

• Map Movement - Where the player spent their time during the first 10 minutes of the game.
• Resource Priority - How much of the team’s resources were given to the player.
• Ability Prioritisation - How the player chooses to level their hero’s abilities.

Map Movement The lane in which the player plays the game is often correlated to what role they play on the team. There are three lanes in Dota 2 and whether one is in the ‘middle lane’ or ‘the safe lane’ for example, can be a factor when determining one’s role. However, as the game progresses, players tend to not remain in their initially assigned lanes and tend to group in weaker lanes to push towards the enemy base. To encapsulate this information, we define this metric as the percentage of time spent in the ‘safe lane’, the ‘mid lane’, and the ‘off lane’, or in none of the 3 lanes, referred to as ‘roam’, within the game’s first 10 minutes.

Resource Priority The quantity of a team’s overall resources that are allocated to an individual player (that player’s resource priority) is also an important indicator of a players role. In MOBAs, players obtain gold and experience by killing enemies in the game. Different roles require a different amount of resources to be effective. For example, some ‘carry’ roles require large amounts of gold for item purchases, while other ‘carry’ roles require experience, and some require both. In the simplest definition of roles, there exists just two roles on a team: Carry and Support. A carry receives a lot of the team’s resources and is weak in the early game, but if they are allowed to survive to the late game they will become strong and ‘carry’ the team. A support on the other hand generally receives very little of the team’s resources and is tasked with looking after the carries in the early game. Whilst the amount of gold and experience a player has is directly linked to the performance of the team, we remove this connection by instead looking at the percentage of the team’s total gold and experience. As such, we define the resource priority as the players gold and experience as a percentage of the team’s total gold and experience.

Ability Prioritisation The third metric we look at is the ability selection (priority in your skill choices), as this will differ depending on what abilities are more important for your role in the team. For example, a player in a carry role they might focus on abilities that deal more damage, where a support might focus on abilities which heal their teammates.

Abilities in Dota 2 are varied and unique to each hero, who typically have four abilities: three regular abilities and one ‘ultimate’ ability. Throughout the game, a player can choose how to level up those abilities. Each time a hero levels up, the player may choose an ability to level up, with a maximum of four points for each. Depending on the other heroes in the game, and a player’s role on the team, a player may choose to level their hero’s abilities in a different order, so we must determine how to represent a player’s ability build.

Ability priority is represented by storing four numbers for each ability. Each number represents how quickly the ability reached that level. It is defined as:

\[ A_i = \frac{i}{H_{A_i}} \]

Where \( A_i \) is how much the player prioritised reaching level \( i \) for ability \( A \), \( H_{A_i} \) is the hero level at which ability \( A \) reached ability level \( i \).

Clustering
For each group of metrics, we need to determine which clustering algorithm will work best for each different metric. To achieve this we developed clusters using various clustering algorithms an perform a cluster analysis to select the best clustering method for the data type. Once the clustering algorithm is select for each metric group and the clusters have been found, these clusters can be used in the ensemble clustering to define hero roles. The different clustering approaches that were investigated were chosen because they have meaningfully different properties from one another:

• K-Means - Is a popular centroid-based algorithm for detecting convex clusters efficiently (Drachen et al. 2012). Requires the number of clusters to be specified, although methods exist to help ascertain what the true number of clusters is.
Means-shift - Another centroid-based algorithm which can be expected to perform similarly to K-Means but, it automatically determines an appropriate number of clusters, at the cost of being less scalable.

DBSCAN - A non-centroid-based algorithm, it builds clusters by randomly choosing an initial datapoint, and gradually adding to the cluster any datapoints within a certain distance of any datapoints already in the cluster. This allows for non-convex shapes, but requires that all clusters are of comparable density, and separated by areas of relatively low-density. It requires a maximum distance threshold to be defined (Canossa, Togelius, and Drachen 2018).

Cluster Analysis
In this section, we discuss the process of finding the correct clustering methods and the number of clusters, based on the three different metrics. Scikit-learn (Pedregosa et al. 2011) was used for to implement the clustering algorithms. For each of the different metrics when we investigated the K-means clustering, which needs a prespecified number of clusters, we used elbow plots, such as the one shown in Figure 4 used for ability builds, to determine the correct number of clusters.

In general, we found that centroid-based algorithms were sufficient for all metrics, and actually performed best, which may not be surprising as we would expect our clusters to be convex: we are looking to discover behaviours which are exemplary of certain styles, which we believe players will be actively working towards. This is as opposed to looking for outliers and unusual performances.

Resource Priority Resource priority is unique amongst our metrics in that it is two-dimensional, so it is possible to visualise the data very easily, which allowed us to use our intuition alongside our knowledge of the game to have an idea what to expect before running any clustering algorithms.

A scatter plot of resource priority clusters is shown in Figure 2, which shows a comparison of the k-means and mean-shift clustering outputs. There is certainly one clear and dense cluster in the bottom left of very low resource priority, and then there is quite a lot of sparsely spread points which could reasonably be considered one, two, or even three clusters. From such a plot, we can expect DBSCAN to perform poorly, as there aren’t areas of low density between our expected clusters. We might, on the other hand, expect Mean-shift to perform relatively well because we expect to have uneven sized clusters.

By performing a parameter sweep on each of the clustering methods we found that K-Means and Mean-shift, as anticipated, performed the best. They found quite natural clusters, although when displayed it was clear that Mean-Shift found more natural clusters, and that K-Means struggled to identify one outlier in particular (Figure 2). As we expected after employing the DBSCAN clustering it struggled to separate the clusters depending on how large a distance clusters could be joined at it would either only find one huge cluster, or call a large amount of the points noise. We chose to use means-shift clustering for resource priority.

Map Movement In order to determine the clusters for map movement we compared K-Means and Mean-Shift by examining the centroids given using bar charts such as the one shown in Figure 3. Since DBSCAN is not centroid based it was not possible to use this method to asses the clusters it gives, but we found the cluster centroids given by K-Means aligned with our expectation, which is that there would be one cluster for each lane, plus one for roaming the map. Additionally, the elbow plot analysis showed 4 natural clusters. For these reasons we chose to use K-Means since it is more scalable and we know in advance the expected clusters.

Ability Build The results from both K-Means and Mean-Shift agreed with each other for ability build clustering. Using elbow plot analysis (Figure 4) we can see the elbow plot which suggests that there are 5 clusters of ability builds. We chose to use the result of the K-means model as it is a scalable method.

Ensemble Clustering As a first step, we attempted to use k-means directly for the combined metrics at the same time. It was difficult to identify an appropriate number for $k$: nei-
Figure 3: A bar chart of Centroid 2 (Off Lane), which shows the percentage of time spent in each of the lanes and roam map positions. This was used as part of the method to interpret the movement centroids.

ther the elbow methods nor silhouette scores point to a sensible number of clusters, so instead, we opted to use ensemble clustering. This is performed by manually combining separate classifications from different metrics on the same dataset. In our instance, we use the clusterings mentioned in the previous three subsections. So for datapoint $x$ you get a label:

$$l_x = [l_{rx}, l_{mx}, l_{ax}]$$

where $l_{rx}$ is the resource priority label for $x$, $l_{mx}$ is the map movement label for $x$, $l_{ax}$ is the ability build label for $x$. In this way, we can consolidate our robust individual clusters to get a precise clustering across all metrics. This represents a precise identification of the role on the team: the resource priority cluster represents how much of a support or carry the player was; the movement cluster represents what the player’s lane role on the team was; and the ability cluster gives an indication of what type of support or carry the player was playing.

**Results**

**Resource Priority** After the clustering analysis step, a means-shift clustering model was chosen to cluster resource priority. Typically a team has 5 players who each have a different resource priority (ShiaoPi et al. 2019), and these priorities are denoted as ‘position 1’ to ‘position 5’, where position 1 is given the highest resource priority, and position 5 the least. This ‘position’ labels are assigned to the different clusters, with the result shown in Figure 5. In Earthshakers case, we found 4 different clusters, on further investigation we were able to assign specific labels to each cluster.

Typically a team has two ‘supports’ who are given the least resource priority and assume positions 4 and 5. Since Earthshaker is typically a support hero (Todd 2014), we can see that this cluster has a higher number of instances than the other clusters which supports this assumption. In Earthshak-

Figure 4: The elbow plot for ability builds, which shows that the most natural number of clusters for ability builds was 5.

Figure 5: A bar chart of Centroid 2 (Off Lane), which shows the percentage of time spent in each of the lanes and roam map positions. This was used as part of the method to interpret the movement centroids.

ers case, there is no distinction between position 4 and 5 in terms of resource priority and thus only one cluster was produced during clustering. This cluster represents the least amount of resource priority being assigned to Earthshaker.

The next cluster is position 3, a role which Earthshaker assumes sometimes but not often. The 3rd cluster represents Earthshaker assuming position 1 or 2, which happens only in 16 instances, so this explains the a very small number of games for this cluster. The final cluster is likely to be outlying performance in which for some reason Earthshaker’s priority stats were greatly inflated compared to his teammates, far beyond the position 1/2 cluster. We have called this ‘Position 0’.

The results match the expectation of the standard resource priorities of Earthshaker, where the majority of games we see Earthshaker as a position 4/5, sometimes as a position 3, and very rarely as a position 1/2. It turns out that there is just one game of position 0.

**Map Movement** Using a k-means model for map movement we can analyse the results of the clustering directly since the centroids are simply the percentage of time spent in each of the three lanes, and not in a lane. By looking at the values for the centroids, although we cannot visualise them in 4-dimensional space, we are able to see we have four clusters which match what we would expect: one cluster representing spending most of the time in the safe lane, one for the middle lane, one for the off lane, and one for roaming around the map.

In Figure 6 we can see that Earthshaker is rarely played in the middle lane, normally the middle lane is occupied by a position 1/2 player alone (ShiaoPi et al. 2019). He is also rarely played as a safe lane position 4/5 and is normally played in the off lane or roaming. This is in line with expectations as Earthshaker is a hero who is good at surprise attacks so he can defend the team’s weaker off lane, or can move around the map to catch the enemy unaware.
Figure 5: Clustering result using means-shift for resource priority, showing the number of instances of each of the clusters.

Ability Builds  The ability build clusters were the hardest to evaluate, as they had the highest dimensionality. However, in analysing the clusters we could see that Earthshaker’s ability builds were defined in the majority of cases by which ability he reached level 4 in first. Typically the player will almost always level the ability ‘Fissure’ at level 1, and ‘Enchant Totem’ at level 2, and that the divergence for most clusters exist after this point.

There are 2 clusters which are separated in other ways, the first of which is when ‘Enchant Totem’ is levelled at level 1. We theorise that this will generally be in games where Earthshaker is played as a position 1, 2 or 3 as it helps the hero gather resources. The final cluster is where Earthshaker does not reach level 6 to level his ‘ultimate ability’ due to the game ending too quickly. This cluster has been labelled ‘Short Game’.

In Figure 7 Build 1 represents the player prioritising the ability ‘Fissure’, Build 2 prioritises ‘Aftershock’, and Build 3 prioritises ‘Enchant Totem’. Build 4 are games in which Earthshaker didn’t level his ultimate, likely due to a short game, and Build 5 are games in which Enchant Totem is selected level 1, probably indicating a non-support role is being played.

Ensemble Clustering  By combining these clusters we can gain insight into how these different aspects of play correlate. The MOBA community suggests that players will have different ability builds and map movement depending on what role they play, and our clusters can be used to verify this. These expectations are borne out in the results and this can be seen in Figure 8. Note that the y-axis changes significantly for each plot as there are many more support games than position 3, 2, or 1. As can be seen in these plots the majority of games where the Earthshaker selects Enchant Totem at level 1 that player is not playing a support role. Similarly, in most games in which Earthshaker is playing position 3, he is in the off lane, which matches expectations, and 100% of games where Earthshaker assumes position 1 or 2 he is in safe or mid lane.

Discussion  These results show that roles in Dota 2 and details of those roles can be detected using non-performance-based metrics. By using ensemble clustering we can comb through datasets intelligently to classify what appear to be outliers. Consider our ‘position 0’ Earthshaker game: perhaps these numbers are within normality for other heroes but extremely rare for Earthshaker. Since map movement and resource priority are represented in the same way for all heroes, we can use data from all heroes so that a hero playing a role which is rare for that hero can be detected. Ability build does not translate across heroes, so we cannot share such data across heroes.

Notably, we have not used which items a player bought
as an indicator of the role. This could be a good approach as certain items indicate that a player is in a role like initiator. However, items bought can be correlated to performance. Additionally, any representation of items would be high dimensional, and thus harder to interpret since there are 162 items in Dota 2.

We applied this method to the other heroes within Dota 2 and were able to produce similar results for each of them following this method. However, due to space limitations, these results are not presented here. The key difference with each hero is the labels assigned to the ability builds. This enables us to build a complete labelled dataset.

It is worth talking about future work not on the method presented here, but on its application for role-specific analytics. To determine whether a player is performing well we must first identify their role, ideally doing so without using any performance metrics. This is so we can generate performance metrics specific to each role, and which are not correlated with winning: that is to say metrics which do not just go up if your team wins and carries you to victory. To make an analogy to traditional sports, if a striker had a very high number of goals, but missed a lot of the shots they took, they might not be performing well but rather their team was making a lot of chances for them. MOBAs would benefit from metrics with this property because existing metrics naturally go up when you win.

Applying this approach to similar MOBAs such as League of Legends would be possible, as the same three metrics are generic in MOBAs although with different names. Specific MOBAs would have metrics that could be added to the analytics framework. For example, in League of Legends this could be “Runes”. These are boosts that are set before the game starts, which will change some aspects of game-play. In team-based first-person shooter esports games such as Counter Strike where the concept of roles is equally important, can similarly adapt the framework proposed here. Using the map movement metric and other metrics such as ‘Loadout’ (equipment used), and applying an appropriate clustering method, it is possible to build a labelled dataset for assisting esports analytics in Counter Strike.

This work as presented is focused primarily on role identification on professional and semi-professional level data. However, the method could readily be applied to lower-skilled data. Less skilled players will not necessarily stick to the roles as closely (producing a broader, less defined set of clusters). In fact, determining the difference between “amateur” clusters and “professional” clusters could create valuable applications in data-driven coaching, by helping players to learn the “proper” roles more effectively (Joshi et al. 2019).

Conclusions

This paper has presented a novel approach to role identification and data labelling in the MOBA game Dota 2. Unlike previous approaches in this area (Eggert et al. 2015), this approach employs the use of non-performance based metrics to identify roles for each hero. Performance based approaches have increased noise in their role identification approaches from games in which teams and players under-perform, this may result in skewed label development or incorrectly label games. This approach is not limited to Dota 2 but could be readily applied to various team-based esports.

By using an accurately labelled dataset based on the roles defined for individual heroes within the game of Dota 2 the accuracy and impact of future analytics will be significantly improved. There are multiple use cases for this work: live game analysis performed by broadcasters by providing them with a historical dataset of role relevant games to which they can compare the current game; professional post-game review; casual player analysis; improvement to existing tools (Block, Florian O., et al. 2018).
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