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Abstract

Storytelling is a capable tool for interactive agents and bet-
ter stories can enable better interactions. Many existing auto-
mated evaluation techniques are either focused on textual fea-
tures that are not necessarily reflective of perceived interest-
ingness (e.g. coherence), or are domain-specific, relying on a
priori semantics models (e.g. in a game). However, the effec-
tiveness of storytelling depends both on its versatility to adapt
to new domains and the perceived interestingness of its gen-
erated stories. In this paper, drawing from cognitive science
literature, we propose and evaluate a method for estimating
cognitive interest in stories based on the level of predictive
inference they cause during perception.

Introduction and Background

Storytelling is arguably the most powerful form of human
communication. Stories have deep roots in our cultures,
shape the way we develop most forms of entertainment, and
play a crucial role in our social interactions. Many societal
and historic reasons exist that can explain the prevalence of
storytelling in human life. The most dominant reason, how-
ever, has roots in human cognition.

As we develop intelligent agents that are capable of inter-
acting with humans in increasingly natural and social ways,
it is crucial to improve their storytelling abilities. For many
types of interactive agents (e.g. social robots, game charac-
ters or voice assistants) and in various contexts of interac-
tion (e.g. entertainment, service, health care, or education)
storytelling can enhance or aid the interaction by increasing
engagement (Battaglino and Bickmore 2015), rapport (Bick-
more and Cassell 1999), closeness (Coon, Rich, and Sid-
ner 2013), character believability (Riedl and Young 2005;
Gomes et al. 2013), perceived sociability, or ludic values,
among others.

Better stories can create better interactions. However, cer-
tain intuitive and commonplace human behaviors are often
deceptively difficult to recreate, as years of cultural and cog-
nitive evolution has perfected our intuition-based way of
evaluating them. For instance, it can be extremely difficult to
recreate a simple nodding behavior that could seem perfectly
natural to humans (Admoni and Scassellati 2017). Similarly,
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generating stories that are perceived to be as interesting as
the stories told by humans is a difficult task to perfect, es-
pecially when this task is meant to serve various contexts
of interaction and domains of storytelling. Towards the goal
of creating better stories, and as story generation techniques
improve and their use-cases expand, the question of evaluat-
ing the generated stories gains more significance.

Researchers have often relied upon human-subjects to
evaluate a story generator. While this approach remains a
gold standard, having access to automated evaluation tech-
niques is beneficial for two reasons. Firstly, as human-
subject studies can be costly and time-consuming, an au-
tomated evaluation can be performed much more frequently
(e.g. for prototyping or fine-tuning machine learning mod-
els). Secondly, operating in different contexts and domains
may change the evaluation criteria, and an automated mea-
sure, if informed of such changes, can be capable of adjust-
ing itself. For instance, in (Sidner 2015), researchers intro-
duce an agent that changes its behavior based on how much
rapport it has built with a long-term companion.

A story generator’s intended use-case and narrative deliv-
ery paradigm have important implications for the constraints
of the generation techniques, as well as the automated evalu-
ation metrics it can have. Experiences such as games which
involve a mesh of different forms of entertainment have been
a great motivation for story generation. Thus, many story
generators have been developed in the context of one game,
e.g. in (McCoy et al. 2011), or otherwise one fixed domain,
e.g. in (Elson 2012). As such, judging the quality of their
generated stories can fully or partially depend on the seman-
tics of that particular domain. This a priori knowledge can
help in evaluating the quality of the generated stories, both at
the fabula level (e.g. by the way of knowing the significance
of events) and the narrative level (e.g. by a more informed
choice of words or event ordering).

Interactive agents, however, are increasingly operating
across multiple domains and contexts. Hence, in such cases,
relying on a priori domain semantics is not a viable op-
tion, neither for the generation nor the automated evalua-
tion processes. Generating stories without reliance on do-
main knowledge is sometimes called “open story genera-
tion” (Martin et al. 2017). Generic evaluation metrics that
are often used in such systems are discussed in the next sec-
tion.



Story Evaluation Metrics

Story generation, as a field of research, has had a longer his-
tory than many of the methods it has used. The most popular
techniques include various forms of planning (Turner 1994;
Meehan 1977; Lebowitz 1987; PErez and Sharples 2001;
Porteous, Cavazza, and Charles 2010; Riedl and Young
2010; Farrell and Ware 2016) and case-based and analogi-
cal reasoning (Gervas et al. 2005; Ontafién and Zhu 2010;
Turner 2014). Other methods have relied on crowd-sourcing
or textual corpora to model story domains (Swanson and
Gordon 2008; Li et al. 2013). Recurrent neural networks
(RNNs) and language models have also been used more
recently to generate stories using models trained on large
corpora of stories or text (Martin et al. 2017; Khalifa, Bar-
ros, and Togelius 2017; Fan, Lewis, and Dauphin 2018;
Clark, Ji, and Smith 2018). Most recently, reinforcement
learning has been used to control the generation of stories
using neural networks by assigning a goal to this process
(Tambwekar et al. 2018a). All of these approaches, espe-
cially those not limited to a particular domain (e.g. RNNs
and language models), would benefit from automated evalu-
ation metrics.

Automatic assessment of the quality of the generated
text is one of the main evaluation metrics in natural lan-
guage processing and generation. Scores such as BLEU
(Papineni et al. 2002) and PINC (Chen and Dolan 2011)
evaluate the quality of the generated text against a ground-
truth source (in tasks such as translation or paraphrasing).
Other scores target more generic concepts of coherence
and cohesion in text (Foltz, Kintsch, and Landauer 1998;
Graesser et al. 2004). Perplexity is another metric for evalu-
ating the model with which text is being generated (Jelinek
et al. 1977), although it does not evaluated the generated text
directly.

When not using the gold standard of human-subjects,
story generation research has used such metrics to evalu-
ate the generated stories (Fan, Lewis, and Dauphin 2018;
Lukin, Reed, and Walker 2017; Martin et al. 2017). How-
ever, while these scores can provide some estimation of the
quality of the generated text, they are 1) not suited for many
machine learning approaches to story generation (Purdy et
al. 2018), and 2) they do not focus on what makes stories
compelling and interesting; an important consideration for
stories used in interactions.

In a recent and most relevant work, Purdy et al. introduce
four quantitative story quality metrics to address these issues
(Purdy et al. 2018). These measures can be used to evaluate
a generated story, and are shown to correlate with human
judgements of narrative quality and enjoyment, hence acting
as “proxy measures”. These measures are:

- Correct spelling and grammar use (‘“‘grammaticality”),

- Linguistics-based measures of reading ease and language
complexity (“narrative productivity”),

- Semantic similarity of adjacent sentences (‘“local contex-
tuality”), and,

- Level of adherence to the usual ordering of events in sto-
ries, e.g. “‘eat” after “order” (“temporal ordering”).

While the first two measures are strictly focused on the

use of language, the last two focus on more semantic evalu-
ations. Local contextuality, as defined above, uses sentence
embeddings (Pagliardini, Gupta, and Jaggi 2017) to estimate
semantic coherence and investigate whether sentences are
relevant to each other in their progression. Temporal order-
ing investigates if the verbs in a story adhere to an ordering
network of precedence rules built from many stories seen
before, a network similar to Plot Graphs (Li et al. 2013).

While Purdy et al. find correlations between their proxy
measures and “enjoyment” in human subjects, it is arguable
that the main source of enjoyment in the perception of a
story comes from finding it as interesting. Indeed, if a story
has spelling errors, is hard to read, contains irrelevant se-
quence of sentences or unreasonable verbs, perceiving it
would be a much less enjoyable experience than perceiving
one free of those problems. However, a story that observes
all such measures may still be boring and mundane. Hence,
while these proxy measures have inspired us in our direction
of research, we seek to expand them to other areas. One such
area is the perceived story interestingness, and particularly,
cognitive interest.

Story Interestingness

There are many reasons why a story might be perceived as
interesting to an audience, many of which may be catego-
rized as subjective or may have roots in culture and environ-
ment. Moreover, the art of authorship and telling of a story is
often a source of interestingness and such art can be contex-
tual, nuanced and subtle. Nonetheless, there exists a history
of a long effort, both in the story generation community and
in the cognitive science and cognitive psychology, to under-
stand what causes interest in stories.

Categorizations of Interest. Most researchers have cate-
gorized one’s possible interest in a story in two main camps
based on where they estimated the source of the interest to
be: a predisposition of the listener or a property of the story.
These two camps have received different names by various
researchers, such as emotional and cognitive (Kintsch 1980),
individual and situational (Hidi and Baird 1986), interest-
edness and interestingness (Frick 1992) or topic and cogni-
tive (Campion, Martins, and Wilhelm 2009). We will refer
to these two camps as “emotional” and “cognitive” for sim-
plicity. In addition, a group of absolute interests (e.g. dan-
ger, power, sex) are introduced by Schank (Schank 1979),
and corroborated by other researchers under various names
such as generically important topics (Freebody and Ander-
son 1986) and human dramatic situations (Wilensky 1983).
A recent taxonomy of emotional interests which includes
Schank’s absolute interests is offered in our previous work
(Behrooz et al. 2018).

Cognitive Interest. Many researchers have developed and
empirically evaluated theories of the mechanisms that lead
to the establishment of cognitive interest. Notable theo-
ries include unexpectedness (Schank 1979), interaction be-
tween background knowledge, uncertainty and postdictabil-
ity (Kintsch 1980; Iran-Nejad 1987), incongruity (Mandler
1982), change in belief (Frick 1992), generation of infer-
ence (Kim 1999) and the generation of predictive inference



(Campion, Martins, and Wilhelm 2009). Crucially, the va-
lidity of these various theories of cognitive interest is not
mutually exclusive; but rather, they often attempt to explain
each other.

In this paper, we discuss a method for creating a proxy
measure for cognitive interest. We will then report on a two-
phased user study to evaluate this measure and will discuss
the results. Our goal of contribution is to establish a connec-
tion between quantifiable story evaluation metrics and the
cognitive qualities in the perception of stories, as an addi-
tional layer of story evaluation besides language use and se-
mantic coherence.

Cognitive Interest as a Proxy Measure

As previously discussed, expanding the evaluation metrics
to include a measure of interestingness is distinctly differ-
ent than evaluating many of the surface features. In fact, at
times a (seemingly) bad quality on the surface can contribute
to cognitive interest. For instance, a story that adheres less
than perfectly to the known sequence of verbs (thus obtains
a mediocre value in terms of temporal ordering in (Purdy
et al. 2018)), may contain an unexpected event that con-
tributes to cognitive interest. However, too much deviation
from known sequences of verbs is probably not very interest-
ing either. This emergent balance is reminiscent of Kintsch’s
idea of cognitive interest as an inverted-U-shaped function
of knowledge and uncertainty (Kintsch 1980). To this end,
we believe that the addition of proxy measures of cognitive
interest would be useful to the automated evaluation of gen-
erated stories.

Quantitative Estimation of Predictive Inference

We focus on predictive inference which is known to be the
main cause of cognitive interest according to one of the more
recent theories, and one compatible with theories before it
(Campion, Martins, and Wilhelm 2009). To this end, we
sought to develop a proxy measure that can estimate the gen-
eration of predictive inference in the audience’s mind. The
best known authorship skill that can generate predictive in-
ference is foreshadowing. Indeed, not all cases of foreshad-
owing lead to predictive inference, as the hint provided in
the story can be too subtle to drive predictive inference and
a hint’s connection to future events may be only revealed
later in the process of postdictability. However, many cases
of foreshadowing stand out to the audience as a curious case;
a state of mind that is often the author’s intent.

In (Bae and Young 2008), focusing on surprise as a driv-
ing factor, a planning-based framework for generating flash-
back and foreshadowing is provided. While this research
was an inspiration for our work, we sought an approach that
can estimate the presence of foreshadowing without relying
on explicit a priori knowledge.

Word Embeddings

One of the products of the advancements of deep learn-
ing is the dramatic increase in the quality of word em-
beddings: high-dimensional vectorized representations of
words largely based on co-occurrence in large corpora.

This increase in quality has even opened doors to per-
forming analogical reasoning using word vectors (Gladkova,
Drozd, and Matsuoka 2016). Word2Vec (Goldberg and Levy
2014), GloVe (Pennington, Socher, and Manning 2014) and
FastText (Joulin et al. 2016) are three successful models
for creating word embeddings; however, they are context-
independent and associate a certain word in a corpus with a
single vector regardless of the sentences and contexts it ap-
pears in. Newer models, such as ELMo (Peters et al. 2018)
and BERT (Devlin et al. 2018) take the context into consid-
eration and associate the same word with different vectors
based on the context it appears in (e.g., adjacent words, the
containing sentences or story event).

Estimating the presence of foreshadowing without a se-
mantic model of the domain is a complicated task. Fore-
shadowing can take many different shapes, be causal or non-
causal, or depend on domain-specific clues. However, many
cases of foreshadowing involve usage of words that co-occur
in many other contexts. Thus, such words are likely to have
similar word vectors in an embedding space, especially one
that considers the context. This is the main intuition behind
our approach.

Method

Given a short story, we first remove all of the stop words and
named-entities in it. Then, using BERT (Devlin et al. 2018)
embeddings pre-trained on a books corpus (Zhu et al. 2015)
(with 1024 dimensions), we extract word vectors for every
remaining word in the story. As previously mentioned, this
model yields different vectors for each occurrence of a word
in the story.

In order to simulate the linear nature of the perception
of the narrative, we incorporate a concept we call “moving
cosine similarity”. Starting from the second sentence of the
story (word location b), we calculate the cosine similarity of
every word vector with the average of all of the word vectors
that precede it in the story. In other words, we calculate:

sim(w;) = cosine(mean([wy..w;—1]), w;)

for every word w;. Consider the example short story seen
in Table 1 which contains a case of foreshadowing. Calculat-
ing the moving cosine similarities for all of the words start-
ing from the second sentence will yield a sequence of val-
ues. A chart of these values for our example story is seen
in Fig. 1. Assuming that every foreshadowing will consist of
two main parts in two sentences (e.g., a “hint” and a “twist”),
we notice in our example story in Table 1 that the words
distracted and tired are key words of the hint sen-
tence (where the waiter is distracted), and the word wrong
is the key word of the twist sentence (where the food is
wrong). These words show an anomalously low amount of
moving cosine similarity.

In order to algorithmically find the anomalously low val-
ues in the sequence of moving cosine similarities, we use a
simple outlier detection algorithm. Such algorithms usually
have a threshold with which they detect outlier values. We
seek to find out if there are exactly two different sentences
in the story where such anomaly occurs (such as in Fig. 1)



Table 1: An example story that contains a case of foreshad-
owing. The words in bold correspond to the dips in the chart
seen in Fig. 1.
Sam and Judy went out for dinner at
their favorite restaurant. While
driving to the restaurant, Judy’s
favorite song played on the radio.
Sam found a parking space at the very
front of the restaurant. Sam and Judy
were seated immediately and ordered
their favorite food to the waiter.
He looked distracted and tired but
was polite while taking their order.
Sam’s favorite song played on the
radio while they waited for their
food. When the waiter returned with
their food it was all wrong! The
waiter apologized and returned a few
minutes later with the correct order.
Sam and Judy enjoyed their meal. They
paid their tab, left a tip for the
waiter, and drove back home.
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Figure 1: Moving cosine similarity chart of the sample story
seen in Table 1.

with a fixed threshold. To this end, we gradually reduce this
threshold until (and if) we find a set of outlier words that
belong to exactly two sentences in the story.

We attempt to calculate a quantitative metric M that re-
flects the level of anomaly for the words involved in a pos-
sible case of foreshadowing. This measure will then be an
estimation of how much predictive inference we believe a
case of foreshadowing causes. If we do not find any such
2 anomalous sentences, then M = 0. Otherwise, we first
calculate A and B as follows.

e A is the cosine distance between the mean of all of the
word vectors in the story, and the mean of the set of outlier
words:

A =1 — cosine(meanqi_words, MG outlicrs)

e [ is the mean of the cosine similarity of each word in the

outlier set with the mean of all others in that set:
mean(cosine(w;, mean({outliers} — w;))
for every w; in outliers.

A represents a measure of how anomalous the hint and
twist in the foreshadowing are, by calculating the cosine dis-
tance between their means. B represents how contextually
and semantically related the sets of outlier words (separated
into two sentences) can be considered.

In order to yield M as a singular measure, we sum A with
the absolute value of B. The reason for taking the absolute
value for B is that we want to consider the semantic rela-
tionship and not necessarily similarity. If two sets of outlier
words across two sentences have a cosine similarity of —1
(semantically opposite), that is potentially just as valuable
for providing a hint as B = 1. In order to limit M to [0, 1],
we note that the range of A is [0, 2] and B’s is [0, 1]. Thus:

A+ abs(B)
3

It is important to note that M is not a probability, and
hence, a value of 1 (while highly unlikely) would not mean
anything special. For instance, these values for our example
story with a clear case of foreshadowing are A = .35, B =
A7 and M = .40.

Our proxy measure of predictive inference and foreshad-
owing has a two-fold output. Firstly, it has an output of being
zero or non-zero. This binary output shape is driven by the
nature of foreshadowing, which necessarily consists of two
places in the story that have semantic links between them.
Secondly, once the method does find a pair of candidate sen-
tences for foreshadowing, it then estimates how much pre-
dictive inference it may cause. Many forms of foreshadow-
ing involve subtle hints that do not necessarily cause outlier
word vectors. Predictive inference, however, is caused when
the audience notice a form of discrepancy, inconsistency or
curious detail in their perception of the sequence of events.
Based on these intuitions, it is plausible to imagine that the
kinds of foreshadowing cases that are capable of driving pre-
dictive inference are also more likely to involve outlier word
vectors.

M =

Evaluation

In order to evaluate our approach, we conducted a two-
phased user study.

Study Phase I

In the first phase, we used 3 short and simple stories about
going to a restaurant, going on a plane flight and a bank rob-
bery (“restaurant”, “flight”, and “bank robbery” stories ac-
cordingly). These stories were extracted from (Li et al. 2013)
as largely mundane event sequences that lacked specificities.
Each story contained 10 to 14 short sentences and all 3 sto-
ries yielded an M = 0 with our method.

We recruited 40 participants on Mechanical Turk and
asked every participant to add a “HINT” and a “TWIST” to
each of the 3 stories. Participants were asked to specify the
locations in the story where their HINT and TWIST would



be added (between any two sentences or after the last one),
and were given an open-ended text field to write their addi-
tions. While no length limit was enforced, participants were
encouraged to limit their HINT and TWIST additions to 1
sentence each. They were not able to change the existing
sentences in the stories. This evaluation was intended to find
how reliable our proxy measure is in finding cases of fore-
shadowing.

Results. After cleaning the data (removing 4 participants’
data who entered random words), this step resulted in a
dataset of 108 stories with foreshadowing (36 for each
story). We ran our method on all of these stories to find out
the percentage of them for which our proxy measure yields
a value of M > 0. Table 2 shows this ratio for each of the 3
original stories and overall, as well as the mean M values.

Table 2: Phase 1 results. Ratio denotes the percentage of the
stories with foreshadowing for which our proxy measure re-
sults in an M > 0. The mean M value for each original story
is denoted as mean(M ). This average is calculated only for
non-zero M values.

Story Ratio | mean(M)

restaurant T8% 34

flight 75% .30

bank robbery | 94% .29

Overall 83% 31
Study Phase 11

In the second phase, we investigated the links between M
and the perceived interestingness of stories. For each of the 3
stories, we picked 2 random instances from the output of the
first study: one with a high M value (randomly selected from
the top 5) and one with a non-zero low M value (randomly
selected from the bottom 5, excluding the ones with M =
0). We did not choose the stories with M = 0 since those
are clearly missed by our proxy measure, and hence might
or might not drive a high level of cognitive interest. This
evaluation sought to investigate the differences in the human
perception of the stories with high and low M values.

We recruited 52 participants from Mechanical Turk (dif-
ferent than the participants of the phase 1), and in a within-
subject design, asked them to rate the interestingness of the
6 stories selected above on a Likert scale (1-5) and in a ran-
domized order. This resulted in 52 ratings for for each of the
6 selected stories.

Results. Table 3 shows the mean and median rating of
each of the 6 selected stories. We used a one-tailed Wilcoxon
Signed-Rank test to look for statistically significance differ-
ences between the ratings of the two versions of each story
(High-M and Low-M).

Discussions

The first phase’s results, shown in Table 2, indicate that our
proxy measure performs well with a rate of > 75%, across

Table 3: Phase 2 results showing the means and medians of
the Likert scale ratings of the 6 selected stories (one High-
M and one Low-M sample story for each of the 3 main story
categories (restaurant, flight, bank robbery)). The p-value is
from a one-tailed Wilcoxon Signed-Rank test.

Story Mean | Median | p-value
restaurant, High-M 2.7 3 032
restaurant, Low-M 2.3 2 :
flight, High-M 2.7 3 085
flight, Low-M 2.9 3 )
bank robbery, High-M | 3.81 4 038
bank robbery, Low-M 3.58 4 :

the three different original stories and cases of foreshadow-
ing authored by 36 participants. We did not see a major con-
centration on a sub-group of participants for the stories with
undetected foreshadowing. However, out of 19 such unde-
tected cases, 8 of them belonged to 4 users (2 cases each).
This observation can speak to the impact of individual style
of writing in foreshadowing or the level of subtlety of the
hints. Foreshadowing can involve long causal chains or con-
textual semantics links that do not depend on words that co-
occur in other contexts (and hence their word vectors do not
yield high cosine similarities if trained on general corpora).

As previously mentioned, the two-fold output of our
proxy measure also allows us to estimate how much pre-
dictive inference a case of foreshadowing makes. Predic-
tive inference is likely affected by many factors, including
the more subjective “emotional” interests discussed before.
Thus, our proxy measure’s estimation is mainly based on the
intuition that if a set of outlier words are semantically farther
away from what the rest of the story has been about, they
are more likely to raise a question mark for the audience
and drive predictive inference. In simple terms, the farther
such distance is, the bigger the mental question mark of the
reader can be. For all 3 of our original stories, the average
M listed in Table 3 is about .30, with a maximum value of
42, .40, .37, minimum of .25, .18, .18, and a standard devi-
ation of .04, .06 and .06, respectively. These results indicate
that our proxy measure has some level of variation, but the
variance is small enough that one can categorize the level of
estimated predictive inference in “high” and “low” groups.
It is plausible that for other datasets or longer stories this
variance could grow.

Consistent with such categorization, the second phase of
the study found statistically significant differences in the
perceived interestingness of randomly chosen stories with
high and low M amounts for 2 of the 3 original stories
(restaurant and bank robbery). The samples of the other
story (flight) with high and low M amounts did not show
a statistical significance in the difference of their perceived
interestingness by our participants.

It is noteworthy that the bank robbery story shows higher
perceived interest levels than the other two stories, as a plot
that involves danger, one of the “absolute interests” (Schank
1979) introduced earlier in this paper. Future direction of
research can investigate the effects of cognitive interests



such as predictive inference on all “experiential interests”
(Behrooz et al. 2018) such as absolute interests, emotional
(Kintsch 1980) or topic interests (Campion 2004).

Moreover, Campion empirically shows that predictive in-
ference is regarded as “hypothetical facts” by the audience
(Campion 2004) (versus the deductive inferences that are re-
garded as certain facts). It would be interesting to investigate
ways to affect a controllable process of neural story gener-
ation (Tambwekar et al. 2018b) based on such hypothetical
facts in order to have more complicated structures that lead
to predictive inference.

Regardless of the method used to generate the narra-
tive, a situated use-case of storytelling for interactive agents
involves a selection of events from agent’s memory that
are likely to be interesting, such as in (Behrooz, Swanson,
and Jhala 2015). Importantly, the agent would then have to
choose which details to include in the story, which specifi-
cations of the elements or actions to add or in what order to
say them (Montfort 2009). Having a proxy measure for cog-
nitive and other kinds of interest can guide such selection
so that the agent would choose the details and specifications
that may cause the most interest.

Conclusion

Proxy measures that can evaluate the quality of generated
stories are essential to the enhancement of the generative
methods and models (Purdy et al. 2018). While linguistic
features and semantic coherence are essential elements of
a good story, the real key to a successful story-based inter-
action is the perceived interestingness. Assessing the per-
ception of the story is a complicated task; it can be very
subjective, contextual, and hard to measure. However, there
are theories of story interestingness that we can rely on. In
particular, “cognitive interest” tends to be less subjective or
contextual and mainly a product of the cognitive processes
involved in the perception. We specifically target predictive
inference as a root cause of cognitive interest (Campion,
Martins, and Wilhelm 2009). Our method uses contextual
word embeddings (BERT) to find cases of foreshadowing in
a given short story, as a common cause of predictive infer-
ence. In a study, we show that this method can find a major-
ity of cases of foreshadowing authored by our participants.
Moreover, our proxy measure associates a value to the level
of predictive inference that a story is likely to cause. Our
study found significant differences in the perceived interest-
ingness of stories with low and high such value.
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