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Abstract
Procedurally generated levels created by machine learn-
ing models can be unsolvable without further editing. Var-
ious methods have been developed to automatically repair
these levels by enforcing hard constraints during the post-
processing step. However, as levels increase in size, these
constraint-based repairs become increasingly slow. This pa-
per proposes using explainability methods to identify spe-
cific regions of a level that contribute to its unsolvability.
By assigning higher weights to these regions, constraint-
based solvers can prioritize these problematic areas, enabling
more efficient repairs. Our results, tested across three games,
demonstrate that this approach can help to repair procedurally
generated levels faster.

Introduction
Procedural Content Generation via Machine Learning
(PCGML) involves generating game content using models
trained on existing game content (Summerville et al. 2018).
These models aim to produce solvable levels, which players
can complete by moving from the start to the end of the level
through a series of valid movements while completing tasks
and avoiding obstacles.

However, due to the noisy nature of ML-based genera-
tion, a repair step is often necessary in PCGML approaches
to make the generated levels usable (Chen et al. 2020). The
initial outputs from these models often include levels that
are impossible to complete or contain broken structures with
missing or incorrectly arranged elements (e.g., pipes in plat-
former games or broken decorations in puzzle games). Con-
sequently, recent research has focused on developing meth-
ods to repair these levels by making the necessary adjust-
ments.

One popular approach to level repair involves using con-
straint satisfaction. This method represents the problem as
a collection of constraints over variables and seeks an as-
signment of values to these variables that satisfies all con-
straints. Constraint solvers are software tools that search
through possible assignments to find one that satisfies the
constraints or they prove that no such assignment exists.

In the context of level repair, the process generally starts
with the largest possible set of candidate values for each
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tile. The solver then cycles between propagating the con-
straints and narrowing down the possible values until a fixed
point — a complete level that satisfies all constraints — is
reached. This process involves iteratively exploring possi-
ble assignments of values to variables. The number of pos-
sible assignments grows exponentially with the number of
variables. Consequently, this iterative process, which may
include backtracking, can be very time-consuming.

Recent work in interpretable/explainable AI has led to AI
approaches (such as classifiers) that can explain their de-
cisions. The goal of explainability in machine learning is
to make the model’s decision-making process understand-
able to humans, allowing users to trust and interpret the
model’s outputs. For example, in a model designed to rec-
ognize handwritten digits, an explainable model might high-
light specific regions of the image, such as the curves and
lines that form the shape of each digit, indicating that these
features significantly contribute to the model’s decision that
the image contains a particular number. In our work, we pro-
pose training a binary classifier to distinguish between two
classes of game levels: solvable and unsolvable. We then
apply explainability methods to these classifiers to identify
the regions of the level that contribute to their unsolvabil-
ity. Subsequently, we provide meaningful weights that prior-
itize the change of these problematic regions to a constraint-
based solver, guiding level repair and enhancing its perfor-
mance.

In this work, we first generate a training set consisting
of solvable and unsolvable levels from three different 2D
tile-based games. These levels are used to train deep neu-
ral network classifiers that label levels as either solvable or
unsolvable. Explainability methods enable the classifiers to
provide per-location attributions, indicating the importance
of each tile in the classification process. These attributions
assign importance to the features (level tiles) contributing to
the classifier’s predictions (solvability). We utilize this at-
tribution data as weights to guide a constraint satisfaction
solver that repairs the level.

Subsequently, we construct a pipeline for our experiments
to measure the performance of this approach. This pipeline
includes a level generator, the explainable solvability classi-
fier, a weight generator, and a constraint satisfaction solver.
This pipeline generates an unsolvable level, obtains attribu-
tions for the unsolvability of each tile location from the ex-
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Figure 1: Visual Representation of the system pipeline.

plainable classifier, creates weights based on the attributions
for the constraint solver, and attempts to repair the level by
solving this constraint satisfaction problem, guided by the
attributions.

We conducted our experiments on levels across three dif-
ferent 2D tile-based game domains: Super Mario Bros., Su-
per Cat Tales, and a custom Cave game. Our results show
using attributions to unsolvability gathered from the explain-
able solvability classifier helps the solver repair the levels
faster.

In summary, our contributions are as follows:
• We introduce the use of explainability methods to iden-

tify regions in unsolvable levels that contribute to their
unsolvability.

• We develop a pipeline to demonstrate the effectiveness of
this approach in enhancing level repair performance.

• We present a Mixed Integer Linear Programming encod-
ing of the constraints used for weighted level repair.

The GitHub repository containing the data, models, train-
ing code, and generated artifacts is available on GitHub1.

Related Work
Level Repair
Solvability is a crucial aspect of procedural level generation.
However, unsolvable levels are almost inevitable since cur-
rent machine learning models cannot consistently ensure the
satisfaction of a constraint like solvability. As a result, vari-
ous “generate-then-repair” approaches have been developed
to address this issue. Cooper and Sarkar (2020) introduced
a pathfinding agent capable of repairing levels as part of
testing levels for solvability. Their results show that the re-
pair agent could improve the solvability of the level at the
cost of an increase in time. Jain et al. (2016) leveraged the
lossy nature of AutoEncoder reproduction to repair broken
levels and classify them into different styles. Mott, Nandi,
and Zeller (2019) applied long-short term memory recurrent

1https://github.com/MahsaBazzaz/ExplainableRepair

neural network (LSTM) to repair locally incoherent sections
of GAN-generated levels. Zhang et al. (2020) constructed a
framework to repair GAN-generated levels using a mixed-
integer linear program (MILP) with solvability constraints.
Chen et al. (2020) tried repairing the results of translat-
ing image representation (pixels) into a level representation
(tiles) with Autoencoders and Markov chains. Most relevant
to our work, Shu et al. (2020) attempted to repair errors
in pipe tile placement using a combination of multi-layer
perceptron and genetic algorithms; their approach, similar
to ours, trains a model to directly find locations of mis-
placed tiles. However, in their approach, information about
misplaced tiles is used by an evolutionary repairer, and fo-
cuses mainly on local tile placements. On the other hand,
our work uses the attributions from explainable classifiers to
inform weighted level repair and concentrates primarily on
the global solvability of levels.

Solvability Analysis
Path-finding agents and level classifiers have been utilized
in order to help generate solvable levels.
Snodgrass and Ontañón (2014), Volz et al. (2018), and other
studies, used Robin Baumgarten’s A* controller (Togelius
et al. 2011) to divide the generated maps into solvable and
unsolvable. The tile-based agent of Summerville, Philip, and
Mateas (2015) has also been utilized in many projects in or-
der to determine if levels are solvable or unsolvable (Sum-
merville and Mateas 2016; Snodgrass and Ontanón 2016).
More recently, deep neural network classifiers have been
employed for level solvability classification as well. Bazzaz
and Cooper (2023) used Pool-based Active learning to train
solvability classifiers that require very few labeled levels.

Model Explainability
Given that recent work has applied deep learning methods
to classifying level solvability, explainable classifiers be-
come relevant. Model explainability refers to the degree to
which a human is able to understand the reasons behind a
choice or prediction made by the model. Explainable ma-
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Figure 2: Visual representation of different repairs to a Mario level. The left side is the broken level. Each explainability method
generates an attribution for all tiles, and these attributions are scaled to weights. The black squares show the low weights marked
for the solver. The red squares show the tile that the solver chooses to change. The right side is the repaired level.

chine learning methods can be used to discover knowledge,
to debug or justify the model and its predictions, and to
improve the model. Machine learning models can be cat-
egorized as glass-box or black-box (Rai 2020). Glass-box
models are inherently explainable to the user, but black-box
models need explainability methods to generate explana-
tions. There are multiple techniques used in explainable arti-
ficial intelligence (XAI) to understand the decisions made by
these complex machine learning models, particularly deep
neural networks.

Two widely adopted explainability methods in computer
vision are Deep SHAP and Integrated Gradients, which help
in understanding decisions made by classifiers.

Deep SHAP is an explainability technique that can be used
for models with a neural network architecture (Shrikumar
et al. 2016). It combines Shapley values with the DeepLIFT
algorithm to approximate the conditional expectations of
Shapley values using a selection of background samples
(Lundberg and Lee 2017a). Shapley values (Shapley et al.
1953) are one of the measures of feature importance from
cooperative game theory, to attribute the contribution of each
feature to the model’s output. It computes the importance of
each feature by considering all possible combinations of fea-
tures and their effects on the prediction.

Integrated Gradients provide a robust and interpretable
method for understanding the contributions of input features
to the predictions of the classifier. It computes the integral
of the gradients of the model’s output concerning its input
along a straight path from a baseline to the input of interest.
By integrating the gradients, Integrated Gradients assign im-

portance scores to input features, indicating how much they
contribute to the model’s decision (Sundararajan, Taly, and
Yan 2017).

Zhu et al. identified Model Explainability as a valuable
research area and proposed various research questions and
case study scenarios. For example, one suggestion was to
make the noise vector in a GAN model explainable, allowing
users to control the output by modifying the noise vector.

System Overview
Traditionally in explainable AI, feature attribution refers to
how much each feature (e.g., pixels of an image) influences
the model’s output. For example, in a model designed to de-
tect cats in images, feature attribution might highlight spe-
cific areas of the image, such as the shape of the ears or the
pattern of the fur, indicating that these features significantly
contribute to the model’s decision that the image contains a
cat. This work proposes training a solvability classifier with
a dataset of solvable and unsolvable levels. The classifier
will then provide relative attributions indicating the contri-
bution of each tile to the classification of a level’s solvability.
In out work, these attributions can be converted into penalty
weights to guide the repair process, where tiles with higher
attributions to the classification receive lower weights and
are thus less penalized for changes during the repair. Ideally,
this guidance helps the constraint solver to repair the level
more efficiently.

To evaluate the effectiveness of weights derived from ex-
plainable classification, we developed a controlled pipeline
for unsolvable level repair, allowing comparison of various
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weight generation methods. Figure 1 illustrates the overall
framework of the pipeline. The main components of our sys-
tem are:

• level generation This can be a level generator like
constraint-based generators, or any machine learning
model like VAEs, GANS, etc.

• explainable classification Takes a level as input and as-
signs each tile location an attribution value of participa-
tion in the unsolvability of the level. To train the classi-
fier, a set of training levels, both solvable and unsolvable,
are needed.

• weight generation Creates meaningful penalty weights
for the change of tiles at each location of the level to
guide the repair.

• level repair Accepts a level to repair, along with the as-
sociated weights, as inputs, and finds a solvable level so-
lution.

Here we describe the specific components and domains
used in this work.

Domains
This work experiments on three different game domains of
Super Mario Bros. (Mario) (Nintendo 1985), Cave, and Su-
per Cat Tales (Supercat) (Neutronized 2016). The Mario
levels are based on the level 1-1 from the VGLC (Sum-
merville et al. 2016). Cave is a top-down cave map intro-
duced by Cooper (2022a); this custom game is created with
image tiles from Kenney (Kenney 2022). Supercat is also
a platforming game with wall and ledge jumps; a simpli-
fied version of the actual game’s movement patterns is used.
The example levels as well as patterns and reachability tem-
plates used in this work are borrowed from the original work
on Sturgeon (Cooper 2022a). The Mario levels are in size
14 × 18, Cave levels 15 × 12, and Super Cat Tales levels
20× 20.

Level Generation
In this work, we used the Sturgeon constraint-based level
generation system (Cooper 2022b), which generates levels
by converting high-level design rules into constraint satis-
faction problems and can use different “low-level” solvers to
find solutions. This system is also capable of generating un-
solvable levels by incorporating additional constraints that a
level’s goal is not reachable from its start (Cooper and Baz-
zaz 2024). This constraint-based level generator gave us the
controllability to evaluate the performance of weight gener-
ation methods regardless of the level generation model.

Explainable Classification
Figure 4 illustrates sample attributions of a Mario level and
the rescaled values into weights. We used a unified classi-
fier for the solvability classification of levels in all three do-
mains. We used a minimal representation version of games
to train the classifier that consists of 4 tile types. We created
a unified simple affordances that include Solid, Empty, Start,
End and we simplified all games into these affordances. Fig-
ure 3 shows this new representation for all three domains.

Cave Mario Supercat

Figure 3: The minimal representation of the levels with 4
tile types (start: {, goal: }, solid: X, and empty: -) used for
training the classifiers.

Figure 4: Representation of how attributions are scaled to
meaningful (positive integers) weights for the solver. Lower
values indicated a higher priority to change.

After this transformation, the levels are converted into one-
hot vectors for the classifier.

The classifier architecture consists of three fully con-
nected layers followed by a ReLU activation layer to intro-
duce non-linearity, and a Dropout layer to to prevent overfit-
ting. Lastly, the sigmoid activation function is used to squash
the output into the range [0, 1] for binary classification.

To train the classifier, we generated a corpus of 3, 000 un-
solvable levels and solvable levels from each domain game.
Both solvable levels and unsolvable levels were generated
using Sturgeon (Cooper 2022b). These levels all maintain
the correct game structure, with the only difference being
the existence of a path between the start and end points. This
makes them ideal for training a classifier to distinguish be-
tween solvable and unsolvable levels.

We split the dataset into training and testing sets with an
80− 20 ratio. We used a weight decay of 1e− 3 and a learn-
ing rate of 1e − 2 with the Adam optimizer and CrossEn-
tropy loss criterion. The classifier was trained for 10 epochs,
achieving an accuracy of 98% for Cave, 97% for Mario, and
100% for Supercat.

We used the implementation of Deep SHAP by the Shap
Python package (Lundberg and Lee 2017b) and implementa-
tion of Integrated Gradients from the Captum Python pack-
age (Kokhlikyan et al. 2020) to obtain explanations about
tile location attributions in level solvability. These packages
are among the most widely used tools for model explainabil-
ity.
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Weight Generation
The tile attributions are processed into weights for the repair
solver. The primary goal at this stage is to identify regions of
the level with the highest attribution values. To achieve this,
the 80th percentile threshold of the attributions is calculated.
This threshold captures the top 20% of values, effectively
filtering out lower values.

Next, a binary map is created by comparing each attribu-
tion value against the percentile threshold. Connected com-
ponent labeling is then employed to extract regions from the
original level, focusing exclusively on components that are
connected. Using OpenCV’s connectedComponentsWith-
Stats function (Bradski 2000), we analyze the connected
components within the binary map to identify the label cor-
responding to the largest connected component in terms of
area.

Solvers that accept weights as an additional input consider
the weights as penalties for changing a tile. Consequently,
we assign the largest connected component within the attri-
butions the lowest weight, increasing the likelihood that the
solver will modify this area of the level. After identifying
the regions with higher attribution values and determining
the connected region from the original level, we scale the
high values to weight 1 and the others to weight 10.

Level Repair
Sturgeon is capable of repairing unsolvable levels by mak-
ing minimal changes to the original level (Cooper 2022b).
This is accomplished by converting the repair task into a
constraint satisfaction problem and using constraint solvers
to either find a solution or prove that none exists.

Unlike agent-based repair methods, this approach ensures
the level is in a definite state after repair. The solver ei-
ther finds a solution, which may take a considerable amount
of time, or confirms that no solution exists, eliminating the
need for agents to play the level to verify the repair.

The repair process asks the solver to create a solvable
level while imposing soft constraints to match the original
level’s tile placements as closely as possible. Because this
procedure can be more time-consuming than generating a
new level, we introduce an enhancement to Sturgeon’s orig-
inal method: the option to assign per-location tile weights.
This allows each tile in the level to have a different penalty
for deviating from the original layout. These weights are in-
tegrated into the constraint problem for the solver.

Essentially, Sturgeon applies a reachability constraint
from the start to the end of the level as a hard constraint and
uses per-location tile weights as soft constraints to guide the
solver in finding a solvable level.

Mixed-Integer Linear Programming Solver
Sturgeon uses a small “mid-level” API to translate con-
straint satisfaction problems into “low-level” solvers, which
do the actual solving (Cooper 2022b). Although previous to
this work, Sturgeon had support for several SAT- and ASP-
based solvers, in the preliminary development of this project
we explored the potential of using Linear Programming ap-
proaches for a new low-level solver. While Linear Program-

ming has been used previously for level repair by Zhang
et al. (2020), in their work, they directly encoded the spe-
cific problem of level repair, whereas we indirectly encode it
through the functions available in Sturgeon’s mid-level API
in such a way that the encoding could be used for other ap-
plications using Sturgeon (e.g. level generation).

Because Sturgeon’s use of a MILP solver is introduced
in this work, we provide more information about its imple-
mentation. However, the details of the MILP solver are not
necessary to follow the other contributions of this work.

Here we describe how Sturgeon formulates its constraint
problems for a low-level Mixed-Integer Linear Program-
ming (MILP) solver (The SciPy community 2024). The goal
of a MILP is to find assignments for a vector of numeri-
cal variables x that minimizes the weighted sum of the vari-
ables, where the weights are given by another vector c, i.e.
finding argminxc

⊺x. The variables can have bounds placed
on them directly, i.e. s ≤ x ≤ t, and bounds can be placed
on weighted sums of the variables, i.e. u ≤ Ax ≤ v. Addi-
tionally, given elements of x can be required to be integers.

To convert the Boolean constraint satisfaction problem
into a MILP, each Boolean variable v in the original problem
is given a corresponding numerical variable xv , as well as a
corresponding entry in the weight vector cv . A numerical
variable value of 1 corresponds to a Boolean value of true,
and a numerical value of 0 corresponds to false. As Boolean
constraints include Boolean literals — both a variable and
a polarity (i.e. v or ¬v) — for a given literal l, we also use
xl to refer to the numerical variable for a literal’s Boolean
variable xv . Note that additional variables can be allocated
as needed (described below).

Then, all variables xi ∈ x have the constraint that they are
integers (xi ∈ Z) and are either zero or one (0 ≤ xi ≤ 1),
thus s = 0 and t = 1. Although this setup could be for-
mulated as a zero-one integer program, in practice we use
MILP solvers, which support real-valued variables, but con-
strain them to be integers.

What remains to complete the MILP is then to fill in the
values for the matrix A and the weight vector c. The weight
for all the variables in the initial problem is set to 0 as there
is no preference for their being true or false, i.e.

cv = 0

except for the additional weighting variables described be-
low. To fill in A, we specify additional linear constraints on
the variables, also described below.

The core of the approach is that, when using the numerical
variables to constrain counts of Boolean literals that evalu-
ate to true, positive variables can be included in the con-
straint directly as xv , and negative variables can be included
as 1 − xv with the 1 then incorporated into the bounds. For
example, a constraint that at most 1 of the literals i and ¬j
are true would be:

xi + (1− xj) ≤ 1

or,

xi − xj ≤ 0
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(a) Cave (b) Mario (c) Supercat

Figure 5: Comparison of number of repaired levels in times between different weight generation methods. The time is shown
on a logarithmic scale.

Dataset Cave Mario Supercat
SHAP IG UNI SHAP IG UNI SHAP IG UNI

Mean 9.7 7.6 7.8 1192.2 1198.4 1523.2 747.2 511.4 650.5
Median 3.3 2.2 3.5 723.4 722.6 1161.9 148.3 128.5 348.2
Std Dev 25.6 25.3 19.6 1531.9 1533.0 348.2 828.7 688.3 679.6

Table 1: Statistics of repair times for each domain by each generation method in each game.

Dataset Cave Mario Supercat
SHAP IG UNI SHAP IG UNI SHAP IG UNI

Mean 2.9 2.9 2.8 5.1 3.6 1.1 5.2 5.7 4.7
Median 2.0 2.0 2.0 1.0 1.0 1.0 5.0 5.0 5.0
Std Dev 2.0 1.9 1.9 9.5 7.0 2.3 2.6 4.2 0.4

Table 2: Statistics of the number of changes made by each generation method in each game.

Thus, if i is true and j is false, both i and ¬j will be true,
and the constraint will not be satisfied; with other assign-
ments of the i and j, it will be satisfied. For this constraint’s
row of A, the entry for i is set to 1, for j to -1, and the rest
to 0; this constraint’s entry in v is set to 0, and entry in u
effectively set to −∞ as there is no lower bound.

To construct constraints using larger numbers of literals,
we introduce a few utility functions. These are functions
based on the polarity of literals and list of literals:

literal polarity: P(l) =

{
xl if l is positive
−xl if l is negative

list polarity: P(L) =
∑

l∈L P(l)

and the negativity of literals and list of literals:

literal negativity: N (l) =

{
0 if l is positive
1 if l is negative

list negativity: N (L) =
∑

l∈L N (l)

For example with these functions, the above constraint
could be written as:

P(⟨i,¬j⟩) ≤ 1−N (⟨i,¬j⟩)

For Sturgeon’s mid-level API, there are several func-
tions to be implemented using a combination of MILP vari-
ables (using x), weights (using c), and constraints (using
A). The most straightforward are: MAKEVAR(), which sim-
ply creates a new numerical variable; SOLVE(), which calls
the MILP solver; and GETVAR(v) and GETOBJECTIVE(),
which access the results of the solver. Our current imple-
mentation uses the SciPy MILP solver (Virtanen et al. 2020;
Huangfu and Hall 2018).

The first mid-level API function that requires additions to
the MILP is MAKECONJ(L), which returns a representation
of the conjunction (and) of the literals l ∈ L. MAKECONJ
creates a new variable xκ representing the conjunction, and
adds a pair of linear constraints such that xκ will be 1 if and
only if all l are also 1:

|L|xκ − P(L)≤N (L)
−|L|xκ + P(L)≤ |L| − 1−N (L)

The next mid-level API function is CNSTRIMPLIES-
DISJ(i, L, w), which adds a Boolean constraint that the lit-
eral i implies the disjunction (or) of the literals l ∈ L. This
function optionally takes a weight w. If no weight is pro-
vided, the Boolean constraint is considered hard, and a linear
constraint is added:
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Figure 6: Comparison of Percentage of repaired levels by
each solver between each weight generation method in each
game. Our results show each game has a separate winning
solver regardless of the method of weight generation.

P(i)− P(L) ≤ −N (i) +N (L)

If a weight w is provided, the Boolean constraint is consid-
ered soft, and a new weighting variable xω is created and
included in the constraint:

P(i)− P(L)− xω ≤ −N (i) +N (L)

cω = w

Finally, the CNSTRCOUNT(L, a, b, w) adds a Boolean
constraint that between a and b (inclusive) of the literals
l ∈ L are true. This function also optionally takes a weight,
which, if not provided, treats the Boolean constraint as hard
and adds the linear constraint:

a−N (L) ≤ P(L) ≤ b−N (L)

If a weight w is provided, two new weighting variables xα

and xβ are created and included in the constraints:

a−N (C)≤P(L) + |L|xα

P(L)− |L|xβ ≤ b−N (L)

cα = w; cβ = w

Although there are two separate weighting variables, it
should not be necessary to set both of them to 1 at the same
time.

Experiments
Here we describe the experiments we ran to evaluate the
pipeline and different components. As described above, the
pipeline of level generation and level repair uses Sturgeon’s
impossible level generator to generate unsolvable levels by
incorporating constraints that the level’s goal is not reach-
able from the start (Cooper and Bazzaz 2024). The classifier
then creates a grid of attribution values of the same size as
the level passed into the weight generator, which translates
the attributions to a grid of meaningful weights for repair via
Sturgeon’s weighted constraint solver.

The low-level solvers that are included in this study,
pysat-rc2, pysat-rc2-boolonly, and scipy, ac-
cept positive integer weights. The solvers pysat-rc2
and pysat-rc2-boolonly are Sturgeon’s pre-existing
PySAT RC2 solver (Ignatiev, Morgado, and Marques-
Silva 2018; Ignatiev, Morgado, and Marques-Silva 2019);
whereas pysat-rc2-boolonly uses only Boolean con-
straints by encoding cardinality constraints using the
PySAT’s kmtotalizer encoding (Morgado, Ignatiev, and
Marques-Silva 2014), pysat-rc2 uses cardinality con-
straints directly when possible through MiniCard (Liffiton
and Maglalang 2012). The scipy solver uses the SciPy
MILP solver (Virtanen et al. 2020), which is itself based on
HiGHS (Huangfu and Hall 2018). The scipy MILP solver
uses the problem formulation mentioned above.

We conducted experiments for 1000 levels across each
domain. The pipeline initially generates a new unsolvable
level, and then computes the attributions using Deep SHAP,
Integrated Gradients, and a uniform attribution as a base-
line. We refer to these three weight generation methods as
SHAP, IG, and UNI in our figures and tables to simplify
our notation and enhance readability. The three solvers run
in parallel for each repair attempt, and the first successful
solver terminates the others. We record the winning solver,
the time to repair, the time to run the classifier for attribu-
tions and weights in the case of SHAP and IG, and the num-
ber of changes made to the original level. Figure 2 presents
the attribution grids generated by each method alongside the
corresponding repaired outputs.

Evaluation
We evaluated the performance of this level repair approach
based on the duration that it takes to repair a level (includ-
ing running an explainable classifier if used), the number of
changes made to the level to be repaired, and the winning
solver that repaired the level. Figure 5 shows the cumula-
tive number of repaired levels in time. We used a time limit
of 4000 seconds for each level to be repaired. Our results
indicate that repair assistance with attributions can acceler-
ate the repair process, particularly for larger and more com-
plex game levels. The Cave levels, being generally easy and
quick to repair, did not show as large an improvement with
aided repair. On the other hand, Mario and Supercat levels,
which are more challenging to repair, showed a reduction in
repair time with the aid of attributions. Note that not all the
1000 has been repaired as some of the repairs were cut off
by the time limit. Table 1 shows the corresponding detailed
statistics of the repair times of different games with different
methods, excluding the repair times of levels that were not
completed due to the time limit.

We also examined the number of changes made to re-
pair each level to determine if any method requires fewer
changes or if any method is prone to making more unneces-
sary changes. Table 2 demonstrates no major difference in
the number of changes among the methods. Across differ-
ent games, the median number of changes is consistent, al-
though the means and standard deviations vary. This might
be due to the inclusion of different sets of levels, with some
methods repairing levels not addressed by others.
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Figure 7: Example repaired levels of Mario, Cave, and Su-
percat. The black squares represent the lowest weights set
for repair. The plotted path is just a path between the start
and end of the level that the solver came up with during the
repair (Not necessarily the shortest path). Sometimes the re-
paired level is the same between the methods and sometimes
it is not.

Overall, the results indicate that the repaired levels of
all three methods typically involve the same number of tile
location changes, although in some cases the attribution-
guided repair can result in more tiles being changed. Using
attributions as weights for solver results leads to faster re-
pairs without usually affecting the scope of the repair.

Lastly, we investigate which solvers are more success-
ful in repairing the levels with the guide of attributions.
As seen in Figure 6 pysat-rc2 is the best-performing

solver for Cave levels, scipy excels in Mario levels, and
pysat-rc2-boolonly performs best in Supercat lev-
els. Interestingly, each solver appears to be particularly well-
suited to a specific game. The results of Figure 5 and 6 high-
light that this system serves as a guide for constraint solvers
to improve the speed of level repair. Thus, the system’s ef-
fectiveness is inherently tied to the overall performance of
the solvers. While levels that these solvers can handle are
repaired more quickly, those beyond their capability may re-
main with no solutions even with additional guidance.

Discussion
This work focuses exclusively on repairing levels using at-
tribution values derived from an explainable solvability clas-
sifier. We see potential in leveraging attribution values from
classifiers for other features, such as amusingness, linearity,
and more, to generate new levels from existing ones.

It is important to note that to obtain valuable attribution
values, it is crucial to use high-quality classifiers. Although
training the classifier adds some overhead, this investment
pays off by enabling faster level repairs. This approach could
be particularly advantageous for larger, more complex seg-
ments, where solvers typically encounter the greatest diffi-
culties. In these challenging scenarios, providing the solver
with weighted inputs can offer significant benefits. While
this project did not address working on larger levels, future
research should focus on exploring this area.

For the sake of controllability, this study concentrated
on the repair pipeline and employed Sturgeon’s impossible
level generator to produce unsolvable levels. We acknowl-
edge that using Sturgeon in this pipeline is a current limita-
tion. However, it provided a reliable method for running ex-
periments across a large number of levels and evaluating the
performance. We believe this approach can be extended to
other level generators that produce undesirable outputs be-
yond solvability, such as local patterns, structures, and style.

Although this work utilized 2D grid-based levels, we be-
lieve the general approach can be applied to other repair con-
texts where an explainable classifier can attribute features
that inform the repair process, such as edges on a mesh or
notes in a melody.

Conclusion
Level repair using constraint solvers is a practice applied
in Procedural Content Generation via Machine Learning
(PCGML). However, these solvers often require significant
time to complete the repair process. To address this issue,
we propose the use of explainable solvability classifiers to
expedite the repair process. By calculating the contribution
of each tile location to the level’s unsolvability, we assist
the constraint solver with weighted inputs that correspond
to these contributions. Our results indicate that this method
reduces the repair time while typically changing same num-
ber of tiles from the levels.
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