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Abstract
This paper describes the AI Holodeck, a co-creative software
prototype that creates virtual scenes from the user input text,
inspired by the fictional Holodeck virtual reality device from
the science fiction series Star Trek. This application collects
common-sense knowledge from annotated datasets and refer-
ence images. It uses this knowledge to populate scenes with
objects found in selected environments alongside those ex-
plicitly mentioned by the user. We present the system design
of the AI Holodeck, and a proposed study to measure the ef-
fects of its visualizations on user perceptions of the system’s
creativity.

Introduction
One major challenge of text-to-scene generation is the gen-
eration of scenes that are diverse yet maintain their relevance
to the user input. Prior work on 3D scene generation has fo-
cused largely on the plausibility of the scenes (Chang et al.
2015; Coyne and Sproat 2001) using objects that are ex-
plicitly mentioned by the user or relevant objects without
considering the base environment. However, virtual scenes
can also contain implicit objects (i.e. objects that are related
to others through common sense and derived from implicit
scene knowledge (Öhlschläger and Võ 2020)). Implicit ob-
jects can be gathered through either environment-specific or
instance-specific knowledge and can improve the plausibil-
ity of a generated scene by portraying the realism of a di-
verse and densely-populated physical space.

We have previously presented the initial phases of the
AI Holodeck (Smith et al. 2021), an application to gen-
erate virtual 3D scenes from natural language input using
environment-specific knowledge we gathered through an an-
notated dataset. In this paper, we present a new iteration
of the AI Holodeck application that gathers common-sense
knowledge through two layers. First, as seen in the previ-
ous version, an annotated image dataset provides the system
with objects implicitly related to those explicitly defined by
the user. Second, a CLIP-guided (Radford et al. 2021) search
extracts objects and their spatial relationships from reference
images related to the user input. This addition also increased
the need for explainability in our system due to the pres-
ence of surprising implicit objects or their placement. For

Copyright © 2022, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

example, Unexpected instance-specific objects may be the
outcome of a particular uncommon instance or our system’s
failure to detect particular objects and their positional re-
lationships. In the AI Holodeck, we discuss explainability
as an approach to explicitly show whether something is out
of place due to an error or simply an unexpected instance-
specific object.

Related Work
Generating images from text has gained a large amount
of attention in applications developed over the past few
years (Galatolo., Cimino., and Vaglini 2021; Gafni et al.
2022; Wang et al. 2022; Li et al. 2019). Many of these ap-
plications leverage a pre-trained model CLIP (Contrastive
Language–Image Pretraining) that captures semantics visual
concepts from images (Radford et al. 2021). A notable re-
cent AI system Dall-E can generate significant images or
make edits to images from natural language using CLIP
(Ramesh et al. 2022). The outputs of Dall-E and similar sys-
tems are significant in the context of 2D image generation.
However, transferring these advancements to the context of
3D scene generation is yet to be explored.

There have been several methods exploring text-to-3D
shape and mesh generation using CLIP (Khalid et al. 2022;
Hong et al. 2022; Canfes et al. 2022). For example, a method
called CLIP-Forge leverages CLIP to present a zero-shot
text-to-shape generation system (Sanghi et al. 2021). While
these works explore 3D shapes, our work focuses on finding
relevant objects and their arrangement in 3D space.

System Overview
The AI Holodeck application creates full virtual scenes from
user text input (Smith et al. 2021). It parses user input into
a dependency tree consisting of subjects, objects, and de-
scriptors using either the CoreNLP (Manning et al. 2014)
or NLTK (Bird, Klein, and Loper 2009) library. Each object
is stored as a node in a scene template that keeps track of
different objects and their positional relationships.

The first iteration of the AI Holodeck analyzed images to
fill scenes with appropriate implicit objects alongside those
explicitly mentioned by the user (Smith et al. 2021). This
new iteration uses that technique alongside a combination of
existing CLIP search and Graph R-CNN (Yang et al. 2018)
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methods to find objects and positional relationships in an
image based on user input.

Implicit Object Selection
The MIT Indoor Scenes dataset (Quattoni and Torralba
2009) contains a series of 2D images alongside the bound-
aries of each object in the image. We developed a rule-based
architecture to estimate the positional relationships of ob-
jects in relation to each other based on the provided bound-
aries (Smith et al. 2021). This process generates a dictionary
of objects and 4 directions (above, below, left, and right)
for each. By aggregating the entire dataset, we create a dic-
tionary of objects and their probability of occurrence with
other objects in these cardinal directions. This dictionary is
then used to add implicit Objects to a scene.

Explainable CLIP-Guided Search
The main addition to the AI Holodeck described in this paper
is a second method of adding implicit objects to scenes and
converting their 2D representations to 3D, which combines
a CLIP search with Graph R-CNN (Yang et al. 2018). Since
images beyond the MIT indoor dataset do not come with
annotations and boundaries, we used the pre-trained Graph
R-CNN to annotate images searched through CLIP. The pre-
trained Graph R-CNN detects objects and predicts positional
relationships but does not output a complete representation
of a 3D environment. The output of this model for each im-
age is a list of pairs of objects and their positional relation-
ship. For example, the output of the model for an image can
be (vase, desk, top), showing that the model detected a vase
and a desk, and the vase is on top of desk. The AI Holodeck
application uses the user’s input text as input to CLIP search,
finds and annotates an appropriate image, and combines the
objects and relationships from the image with the ones found
through the initial MIT Indoor Scenes dataset method (Fig-
ure 1). The found annotated image is also presented to users
as a visual explanation (Figure 2).

Scene Visualization
The generated objects and relationships are added to the
AI Holodeck’s internal Scene Template. By referencing
the objects’ relationships and dimensions in the ShapeNet
database, the system creates a 3D bounding box for each
object and placing subsequent objects in their cardinal di-
rections. The visualization algorithm begins with objects at
the bottom of the scene and recursively adds objects.

Discussion and Future Work
A lack of a formal evaluation is a current limitation of the
work. We have a study planned to determine the effects of
visual explanation in the form of the pictures accompany-
ing the CLIP search, on how users perceive the relevance
of scenes generated by the AI Holodeck to user input, and
in the creativity exhibited by the system. Participants will
answer surveys before and after a guided scene generation
task– with and without a display of the visual explanation.

Participants in our planned evaluation will be tasked with
thinking of an environment they want to make, describing

Figure 1: Pipeline for insertion of implicit objects.

Figure 2: An example annotated visual explanation

it, and then adding multiple sentences of text input to the AI
Holodeck application. All subjects will be using one version
without any displayed CLIP search image. Half of the sub-
jects will also use a version with a CLIP image, and the oth-
ers will use a version with the annotated CLIP search image.
After using each version, subjects will measure their per-
ceptions of each version’s ability to support them creatively
(Cherry and Latulipe 2014) and will compare their satisfac-
tion and trust in the explanations generated by each version
(Hoffman et al. 2018).

The AI Holodeck application provides a case study of
leveraging “common sense” positional knowledge to gen-
erate creative scenes. By evaluating how the explainability
afforded by annotated visualizations affects user perceptions
of creativity in this text-to-scene generation application, we
will contribute to the Explainable AI community by how vi-
sualizing a single component of a multi-model system af-
fects user perception of that system’s creativity. These fu-
ture findings could ideally also be applied to other creative
or open-ended domains such as music composition, narra-
tive generation, or game design.
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