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Abstract

We pose the problem of generating pixel art character sprites
facing one side (e.g., right), given their images facing an-
other one (e.g., front), as an image-to-image translation task
and investigate the use of the Pix2Pix architecture to solve
it. Aiming to improve the results on unseen data, we propose
and investigate two architecture modifications: (a) represent-
ing images using color palettes, and (b) adding a histogram
loss term to the generator. We compare the results qualita-
tively and quantitatively using FID and L1 distances between
the generated and target images. Results indicate that repre-
senting images with color palettes encourages overfitting, and
the histogram loss leads to slightly improved results.

Introduction
Recent advances in the field of Machine Learning have led to
the development of different Procedural Content Generation
techniques (Summerville et al. 2018; Khalifa et al. 2020). In
the particular case of cosmetic game assets such as images,
generative adversarial networks (GANs) (Goodfellow et al.
2014; Radford, Metz, and Chintala 2015) can be leveraged,
if enough data is available. Some works investigated the
generation of pixel art characters or landscapes using differ-
ent methods such as DCGANs (Horsley and Perez-Liebana
2017), VAEs (Gonzalez, Guzdial, and Ramos 2020), and
conditional DCGANs (Serpa and Rodrigues 2019; Hong,
Kim, and Kang 2019; Jiang and Sweetser 2021; Yang et al.
2022; Coutinho and Chaimowicz 2022), but the obtained re-
sults are not as good as with the generation of photorealis-
tic images using the same or similar techniques (Isola et al.
2017; Karras, Laine, and Aila 2018). Improving the qual-
ity of the generated content can benefit the asset creation
pipeline, for instance, through the use of mixed-initiative
systems (Liapis, Smith, and Shaker 2016), or empowering
non-technical users to create artistic content.

For the special case of generating pixel art images, ex-
isting works typically employ the same or slightly adapted
techniques that have been proposed for realistic images, but
some characteristics of the task make it particularly chal-
lenging. For example, there are no large datasets of pixel
art openly available; with a smaller spatial resolution, the
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amount of information each pixel conveys is much greater
than in photos; the use of colors is frequently restricted to a
small color palette.

In this work, we study the generation of pixel art im-
ages through generative adversarial networks by selecting
the task of generating pixel art characters in a target pose
(e.g., facing right) by using an image of another pose as an
input (e.g., facing front). We frame such a problem as an
image-to-image translation task (Pang et al. 2021) and ana-
lyze the performance of a general single-modal supervised
architecture called Pix2Pix (Isola et al. 2017), which we
use as baseline. When using diverse but small datasets, we
can observe that the generated images have low quality with
the test data, either resulting in blurry images or containing
high-frequency noise. Hence, we proceed by proposing two
other variations to the baseline architecture: (a) representing
images as grids of indices in a palette, instead of using the
RGB space; and (b) adding a loss term to the generator that
steers the generated images towards having the same color
histogram of the source image.

The palette-based variation presented worse results for
unseen data, but the one with the histogram loss yielded
slightly improved sprites. Nevertheless, both experiments
provided insights regarding the generation of pixel art im-
ages with GANs. Our contributions are the characterization
of tasks involving the generation of pixel art, the negative
results from representing images as indices in a palette, and
the possibility for image improvement through the use of a
differentiable histogram loss.

Related Work
We first define the Image-to-Image Translation problem and
present how different works approached it.

Image-to-Image Translation
The problem of Image-to-Image Translation can be de-
scribed as transferring images from a source into a target do-
main while preserving some information (Pang et al. 2021)
and has seen much development with deep generative mod-
els, such as VAEs and GANs.

After the introduction of the original GAN (Goodfellow
et al. 2014), another work proposed the deep convolutional
GAN (DCGAN) as a set of architecture choices that experi-
mentally induced results with better quality, such as the use
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Work Task Method Dataset Sizes Repres.
Horsley and Perez-Liebana (2017) (Uncond.) Characters, faces, and creatures Based on DCGAN 1,210; 517; 36 RGB
Serpa and Rodrigues (2019) Shaded and segmented sprite from sketch Two-headed Pix2Pix 530; 85 RGB
Gonzalez, Guzdial, and Ramos (2020) Domain transfer of sprite given target class Convolutional VAE 7,204 HSV
Jiang and Sweetser (2021) Color from grayscale image Adapted from Pix2Pix 870; 36 YUV
Yang et al. (2022) Photo to/from pixel art landscape Adapted from CycleGAN 500 RGB
Coutinho and Chaimowicz (2022) Target side from source side sprite Adapted from Pix2Pix 912; 408; 294; 208 RGBA

Table 1: Related works that generated pixel art images.

of strided convolutions instead of pooling layers, and the use
of batch normalization (Radford, Metz, and Chintala 2015).
To allow some level of control of the generation process,
another work introduced the conditional GAN (Mirza and
Osindero 2014), a method to indicate what type of content
the system should create. In Pix2Pix, Isola et al. (2017) in-
troduced a general architecture for different image-to-image
translation tasks by proposing to condition the generation
process on the image in a source domain while doing su-
pervised training for the generator to create its version in a
target domain (e.g., grayscale to colored images). In addi-
tion to the adversarial loss of the generator, to enforce the
condition, there is an L1 distance term between the images
in the target domain and the ones created by the generator.
The total generator loss is then:

L(G) = LcGAN (G,D) + λLL1(G) (1)

The architecture had good results in different translation
tasks, such as (both ways) semantic labels to photos,
grayscale to colored pictures, sketches to photos, day to
night, and photos with missing parts to inpainted ones. We
observe that none of the experimented tasks involved pixel
art images, or any type of shape deformation – which are two
characteristics of the problem we are posing in this work.

Pixel Art Generation
Most development in deep generative models focuses on
creating photorealistic images. Table 1 gathers some recent
works that targeted the creation of pixel art images.

Horsley and Perez-Liebana (2017) trained a model based
on DCGAN to generate pixel art sprites of human-like char-
acters, faces, and creatures. The proposed model is uncondi-
tional (i.e., generates images from noise) and the generated
images resemble the training set but present a lot of noise
even in background areas. The system also suffered from
mode collapse, with different z values mapping to similar
resulting images.

Gonzalez, Guzdial, and Ramos (2020) trained a convo-
lutional VAE to transfer pixel art images to a different do-
main, using Pokémon sprites with their associated in-game
types (e.g., grass, fire, water) as the domain. With a small
dataset of 7,204 images, the authors pre-trained the model
with the Anime Face Dataset1 (63,632 images). The result-
ing images were generally blurry, with the colors sometimes
resembling the ones in the target domain, and the shape was
not very well defined.

1https://www.kaggle.com/datasets/splcher/animefacedataset

Serpa and Rodrigues (2019) used a Pix2Pix-based ar-
chitecture in which the generator had two heads to out-
put a shaded grayscale image and a body-part segmented
sprite from line sketches of characters. The generation of
the shaded grayscale sprite yields images close to the ground
truths, especially for character poses similar to the ones seen
during training – but the ones from radically different poses
were still deemed useful as a starting point for artists to re-
fine. In the case of the body-part segmented sprites, the gen-
erated images had a lot of intra-segment noise and used a
different color palette mapping for the segments. One ap-
pointed cause of the noisy images was the small size of the
datasets (530 and 85 images), especially as there were many
different poses a character could take.

Jiang and Sweetser (2021) tackled the problem of color-
ing pixel art sprites given a grayscale version. They used
the Pix2Pix architecture and represented images in the YUV
color space. They used datasets with sizes 870 and 36 im-
ages, and the resulting images produced feasible coloriza-
tion in most cases.

Yang et al. (2022) proposed a system based on Cycle-
GAN (Zhu et al. 2017) to translate pixel art and real pho-
tos of landscapes bidirectionally. Using only 500 images in
the pixel art domain, the authors observed that the pixel grid
was not sufficiently evident as it should be in the pixel art
domain. Also, edges were noisy, and a still high number of
colors was used, even with the target domain being typically
composed of just a tiny palette.

Coutinho and Chaimowicz (2022) used an adapted
Pix2Pix architecture to generate images of pixel art charac-
ters facing a target pose from an image of it facing a source,
the same task we investigate in this work. Trained with four
datasets, the models could reproduce the training data with
L1 distance close to zero but yielded blurry images or high-
frequency color noise for the validation data, especially in
small but relatively highly diverse datasets.

In all such works, the datasets were small, considering
that deep generative models are typically trained with a
number of examples in the order of tens or hundreds of thou-
sands to show enough generalization capability. Still, some
of the results had sufficient quality to be used or were at least
very promising.

Regarding the image representation, most works pro-
cessed images in RGB. One work used HSV as it was help-
ful to relate the images with their type domains (Gonzalez,
Guzdial, and Ramos 2020), while another used the YUV
space as it yielded more colorful images when compared to
RGB (Jiang and Sweetser 2021). From their experiences, we
note that the image representation can impact the results,
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and there may be better-suited choices depending on the
task. Lastly, one work used the alpha channel in addition to
RGB and noted that, for the generation of character images
in a transparent background, the additional information, al-
though primarily redundant with the other channels, yielded
images with better-defined shapes (Coutinho and Chaimow-
icz 2022).

In our work, we use an improved version of Coutinho and
Chaimowicz (2022) as a baseline, evaluate its generaliza-
tion capacity in different tasks, and propose two variations:
using palette-indexed colors instead of RGB, and adding a
histogram loss term to the generator.

Pixel Art Characterization
Seeking photorealism in image generation requires the net-
work to solve challenging problems, such as achieving crisp
images with anti-aliased edges, correct shape and texture
with feasible lighting, and so on (Karras, Laine, and Aila
2018). At first glance, generating pixel art could be a sim-
pler objective, but here we show some of its characteristics
that introduce new and specific challenges.

Because of the typical lower spatial resolution, pixel art
images usually encode much more information per pixel
than photos (Kopf and Lischinski 2011). To illustrate, Fig-
ure 1 depicts a sprite in which a single pixel can change the
expression of a character. This characteristic makes noise
and shape deviation much more harmful to the perceived
quality of the generated images than in the case of photos.

Due to historical reasons of hardware limitations, artists
create sprites using a limited number of colors that consti-
tute that sprite’s palette. When generating such images us-
ing deep generative models, especially in the case of small
datasets, the resulting images will likely include many more
colors, extrapolating the intended palette. For example, Fig-
ure 2 shows how different the color histograms are of a pixel
art image and a photo of a similar landscape. The two hy-
potheses investigated in this work originate from the idea of
wanting to guide the generated images towards having the
intended palette.

Regarding the form, pixel art is a stylistic, low fidelity rep-
resentation of whatever it depicts (Silber 2015). That might
hinder the performance of reusing learned weights from
non-pixel art datasets. In addition, different shading and tex-
turing patterns are typically used by artists, such as color
ramps (gradients) and dithering (color mixing – Figure 3),
and those will be likely absent from such datasets.

The reduced size also impacts the frequency distribution
throughout the sprite. Real pictures typically have large re-

Figure 1: How the value of a single pixel changes the char-
acter’s facial expression.

Figure 2: Landscape of a forest in pixel art with its histogram
(top), and a photo/histogram of a similar landscape (bottom).

Figure 3: Shading with color ramps (left), with dithering
(center), and the intentional crisp edges (right).

gions with texture bounded by shape edges, but pixel art
presents both patterns interchangeably and very close to
each other. For example, a person’s face in a picture might
have a large region with similar color (low frequency) for its
cheek, which can be bounded on one side by the face edge
(high frequency). In turn, a pixel art character, typically a lot
smaller, uses much fewer pixels for its cheek, interleaving
low and high frequency much more often.

Another more circumstantial characteristic that presents
challenges to the generation of pixel art is the scarcity of
open and large datasets, especially in comparison to the
ones used in Computer Vision tasks. Table 2 presents the
sizes of some popular datasets with which generative mod-
els are trained with. In contrast with the ones used in our

Dataset Size
Pix2Pix’s Facades 606
Pix2Pix’s Cityscapes 3,475
Pix2Pix’s Night2Day 20,120
FFHQ 70,000
CelebA 202,599

Table 2: Sizes of datasets used in Computer Vision tasks.

89



related works (Table 1), their sizes are 1-4 orders of magni-
tude higher. Adding to that problem, some data augmenta-
tion techniques are inappropriate, such as rotation, since no
matter whether it is used with or without interpolation, the
operation results in unpleasant artifacts.

Pix2Pix Baseline
We build on top of the work from Coutinho and Chaimowicz
(2022), which is based on a Pix2Pix architecture for the task
of translating pixel art character sprites from a source into
a target side (e.g., front to right-facing). It processes images
in 64×64×4 (RGBA) and yielded good results for the train-
ing data, but much worse for the validation set. Unlike the
reference work, we implemented data augmentation of hue
rotation and character offset inside the image.

This model was the base implementation for the other ap-
proaches investigated in the following sections, so we detail
it here. The generator is a U-net that downscales the input
to 1×1 in six Conv-InstanceNorm-LeakyReLU blocks, then
upscales the 512-sized latent code back to the original reso-
lution in six ConvTranspose-InstanceNorm-Dropout-ReLU
blocks. The input for each upscaling block is concatenated
with the output from the corresponding downscaling step.
There is a last convolutional layer with a tanh activation and
4 filters for the RGBA components. In turn, the discrimina-
tor follows the PatchGAN model with 2×2 patches, which
results in an output with a size of 32×32×1 of real/fake es-
timations. Those are checked against zeros (fake) or ones
(real) using binary cross-entropy, and the resulting values
are averaged to get the total cost.

Dataset
The dataset we use in the experiments has 294 pixel art
sprites drawn on four sides, and we focused our tests on
generating right-facing images from front-facing characters.
That is more difficult than translating laterally (usually a
horizontal flip) or frontally (generally keeping most of the
shape and changing only the texture). The train/validation
split was 85%, resulting in 250 sprites used for training the
network.

Each character has three slightly different images for each
side as we assembled the dataset from sprite sheets of walk-
ing animations with three frames. During the split, all frames
of each character remained together either in the train or in
the validation set.

Approaches
In this section, we first present the architecture modification
to represent images as indices in color palettes, and later the
use of a differentiable histogram loss term to the generator’s
cost function.

Palette-Indexed Colors
To enforce the generated images to use only the colors from
the palette of the source image, we changed the color rep-
resentation from RGBA values to indices in an example-
specific palette. The palette is extracted when the image is

loaded, and we defined a maximum of 256 colors per exam-
ple, even though the dataset we use has images with at most
54 simultaneous colors.

Regarding the networks, we changed the last layer of the
generator to have a number of units equal to the maximum
palette size (i.e., 256) and a softmax activation instead of
tanh. Both discriminator and generator networks process
images using one-hot encoding of the color indices. Further-
more, as the color indices do not represent color distances,
we replaced the L1 term from the generator loss (Equation 1)
with a categorical cross-entropy Lcce with the indices of the
target image, scaled by some factor λ:

L(G) = LcGAN (G,D) + λLcce(G) (2)

The generator could perfectly reproduce data seen during
training. At the same time, the quality of the images gener-
ated from the validation data started degrading early in the
process, indicating the model memorized the data even un-
der dropout regularization on both networks.

We extracted each image’s palette by picking the unique
colors and filling the remaining color slots with hot pink,
absent from the training/validation data. Regarding the or-
der in which indices were assigned to the colors, we tested
sorting the colors by their gray value (0.2989R+0.5870G+
0.1140B), by the order of appearance in the image from top
to bottom, from bottom to top, and completely random.

The model with shuffled palettes did not converge while
all others overfit. We noted that when there was semantics
to the color indices in the palettes, the images generated
from the validation set presented different results. Figure 4
illustrates this observation in early iterations (1.2k gener-
ator updates, before overfitting): when the first indices of
all palettes share the semantics of corresponding to either
the characters’ heads or their feet (4th and 5th columns), the
quality of those parts stand out in comparison to the remain-
der of their bodies.

Taking into account the worse results when training with
shuffled palettes, the takeaway is that by moving out of the
RGB space into an indexed representation, we deprive the
model of the semantics embedded into the RGB space. That
led us to hypothesize whether we can define a new space, po-
tentially higher-dimensional, in which colors are represented
by embeddings that encode their role inside the dataset. For
instance, such a representation could include the relation of
colors that appear adjacently or in different patterns, allow-
ing the networks to represent and reproduce textures and
shading techniques more easily.

Histogram Loss
Instead of enforcing the strict use of the same palette of the
input images, we experimented with a second approach to
penalize the generator for producing images with a color his-
togram different from the one from the input. One challenge
here is that for gradient descent to be feasible, all terms of
the cost functions must be differentiable, but calculating his-
tograms naively are not (due to thresholding in bins).

We then resorted to a different method to derive an image
histogram that replaces thresholding with a kernel weighted
contribution to each bin (Afifi, Brubaker, and Brown 2020).

90



Figure 4: Early output of the generators on validation data from palette-indexed colors varying the mapping of colors to indices.

It uses the log-chroma space, in which two of the RGB chan-
nels are used to normalize the third, resulting in two param-
eters (u, v) for each original color component. By doing so,
it is possible to have the color histogram visualized in 2D
(Figure 2 shows examples).

To add some control to the colors of generated images,
the authors of HistoGAN (Afifi, Brubaker, and Brown 2020)
added the target histogram mapped to the latent space of the
last two upsampling blocks from StyleGAN (Karras, Laine,
and Aila 2018). In addition, the generator tries to minimize
the distance from the target histogram to the one from the
generated image.

Since we intend to encourage the generator to use the
same colors from the source image in our task, we added
the histogram loss to the generator cost function. However,
we refrain from adding it as input to the last layers of the
generator as we do not intend to change the histogram. The
generator loss uses a scaling factor λhis and has the form:

L(G) = LcGAN (G,D) + λL1
LL1

(G) + λhisLhis(G) (3)

where the Lhis is the Hellinger distance (Simpson 1987) be-
tween the histograms of the source and target image:

Lhis(Hg, Ht) =
1√
2
||H1/2

g −H
1/2
t ||2 (4)

We tested different combinations of the λhis hyper-
parameter, fixing λL1

= 100 (Figure 5). When the histogram
term is higher than λL1

LL1
, the generator fails to translate

the character to the target side but more rapidly reduces the
histogram loss. In turn, for too low λhis, the loss acts mainly

Figure 5: Results from the histogram loss, varying λhis.

as a regularizer, preventing the model from memorizing the
training data but adding little to no gain over the quality of
the images on the validation set.

Evaluation
We train the baseline with and without augmentation, the
model with indexed images, and the one with the histogram
loss. The models of both versions of the baseline have λL1

=
100. The palette-indexed model used λcce = 0.01 and the
color indices are sorted by their grayness value. Lastly, the
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Figure 6: Results from all models after 160 epochs.

Model FID L1

train val. train val.
Baseline (no aug.) 0.357 10.830 0.008 0.064
Baseline 6.470 9.901 0.038 0.058
Palette-Indexed 0.057 135.100 0.001 10.250
Histogram Loss 6.072 9.396 0.040 0.060

Table 3: FID and L1 distances between the generated images
and their targets.

model with the histogram loss has λhis = 1 and λL1 = 30.
We compare the results through visual inspection and

quantitatively. For metrics, we used the Frechét Inception
Distance (FID) (Heusel et al. 2017) and the L1 distance be-
tween the generated images and their targets. All tests com-
pare how the model performs on training and validation im-
ages.

All models are trained for 160 epochs in batches of 4. The
discriminators and generators were optimized using Adam
(β1 = 0.5 and β2 = 0.999) with a learning rate of 0.0002.

Figure 6 shows example outputs from the models. First,
we can observe that the baseline without augmentation and
the model with indexed-palette could memorize the training
data and produced degraded images from the validation set.
With data augmentation on the baseline, the quality of the
images from unseen data improved. Lastly, the images gen-

erated from the validation set by the model with histogram
loss yielded slightly better translations, which is endorsed
by the lower FID and similar L1 distance (Table 3).

Conclusion
In this work, we frame the problem of creating character
images on a target pose from a source as an image-to-image
translation problem. First, we investigate the applicability of
the Pix2Pix architecture to the problem and observe that it
struggles to generate believable images from unseen data.
We then raise some characteristics of pixel art that make the
task challenging, such as the use of very few colors from
palettes and the absence of large and open datasets.

We then investigated two hypotheses: representing images
as indices in a palette and adding a histogram loss term to the
generator. The model that processes indices of colors yielded
worse images for unseen data in a clear overfitting situation.
Regarding this approach, instead of using a fixed palette, one
might investigate how a higher-dimensional representation
that embeds not only information about the channels, but
also the colors’ roles in the dataset.

The experiment with the histogram loss term produced
slightly better sprites, especially considering the dataset
used is diverse but very small – 294 images. Compared to
the baseline, the FID for the unseen images was reduced by
5.1%. A possible next step is to feed the target palette into
the generator as an attempt to steer the usage of colors even
more to match the source sprite.
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Figure 7: Additional results from the trained models with Histogram images slightly less blurry than those from the baseline.

Appendix: Additional Results

Figure 7 shows additional results. An interesting observation
is the better quality of the character in the last validation row
since the generator did see one of its three animation frames

(because of the train/test split) during training.
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