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Abstract

Professionals such as military analysts, medical providers,
and business administrators have a significant need to under-
stand and make sense of an increasing quantity of data. We
propose intelligent narrative-based interfaces as a means of
organizing, presenting, and interacting with this data to im-
prove user comprehension. This paper identifies critical ques-
tions and potential research paths in intelligent narrative-
based interfaces for sensemaking. We propose a general ar-
chitecture of intelligent narrative-based interfaces and iden-
tify central research questions in this area. We believe this
new area of research has significant potential to use narrative
technologies to impact a wide range of real world problems.

Introduction

The wealth of data available to modern professionals far ex-
ceeds their ability to effectively process it and make deci-
sions. This data comes from an increasingly massive collec-
tion of widely available digital content, such as social me-
dia, blogs, and professional publications; new arrays of sen-
sors that collect and report audio, video, environmental and
other data; and increasingly sophisticated analysis systems
that transform this data into new information. Professionals
such as military analysts, medical providers, and business
administrators have a significant need to understand and
make sense of this data through the help of automated ana-
lytics, visualizations, and interfaces.

Narrative is a natural and prevalent form of communica-
tion that is used daily by the vast majority of society to re-
late, summarize, and emphasize information to make sense
of the world (Bruner, 1991). For the purposes of this work,
we define narrative broadly as the presentation of a causally
related set of events, including supporting information.
They can convey complex data and facts in straightforward
structures that are easily comprehended. Narratives provide
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temporal, spatial, and intentional information about events
in a format often more easily understood and better recalled
than flat text or data (Graesser, Singer, & Trabasso, 1994),
and this information is exactly the type of information that
professionals need to make sound decisions from data. Be-
cause of these advantages, narratives have significant poten-
tial to provide an organizing structure to aid professionals in
processing and understanding data, through narrative-based
interfaces for sensemaking. Tools that can automatically
collect, organize, and present information in narrative for-
mats are extremely advantageous, providing the benefits of
narrative structure at a low per-analysis cost. In this paper,
we propose a general architecture for such tools and identify
some of the research challenges posed in the development
of such an architecture.

Related Work

Some research has addressed the creation of narratives
from sports and video game play data. The StatsMonkey
system (Allen et al., 2014) automatically generated narra-
tives from raw baseball game numerical data, and some of
the authors continue to offer intelligent narrative generation
services from data (seemingly, in text outputs) with the Quill
product and patent (Birbaum et al.) by the company Narra-
tive Science. Bouayad-Agha et al. (2011; 2012) select con-
tent and generate narrative summaries of football matches
from game information scraped from websites, providing
the ability to include perspectives in the summaries. Lareau
etal. (2011) provide a method for detecting event sequences
that are likely to be of high interest from Australian Football
League game statistics. Gervas (2013) has completed simi-
lar work in selecting content for narratives in chess games.
Summarization has also been applied to video gameplay
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logs in Antoun et al. (2015), Ryan et al. (2015), Pizzi et al.
(2010), and Barot et al. (2017). Cardier (2007) has explored
the exploration of conceptual spaces for narrative-based
knowledge systems.

Work has been done on the use of planning-based models
to characterize structural properties of stories, including of
causal relationships (Young, 2010), intentional relationships
(Riedl and Young, 2010; Teutenberg and Porteous, 2013),
inter-character conflict (Swanson and Jhala 2012; Ware and
Young, 2014), belief dynamics (Teutenberg and Porteous,
2015; Thorne and Young, 2017) and intention dynamics
(Young, 2017). These planning-based models have been
leveraged as the core knowledge representation use in a
mixed analytical/generative system called Bardic (Barot et
al., 2017) to generate narrative summarizing the large
amounts of low-level event log data generated by the online
multiplayer games (Valve, 2013).

Other work has used differing models of narrative struc-
ture to map from underlying data to story structure, includ-
ing hierarchical, qualitative models (Molina and Flores,
2013), task models (Miranda et al., 2015) and automatically
and manually written association rules (Vaudry and
Lapalme, 2016). Recently, manual creation of narrative-
based interfaces has become an effective means to com-
municate complex information (Segel and Heer, 2010), and
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this technique has been suggested by earlier work (Gershon
and Page, 2001). This paper argues for the use of ongoing
work in computational narrative to develop systems that au-
tomatically collect and process data and generate these nar-
ratives.

Intelligent Narrative-Based Interfaces for
Sensemaking

As a motivating example, consider a hospital administra-
tor who is attempting to determine the best staffing policies
for physicians, surgeons, and nurses in her hospital based on
past data. The administrator may pull electronic medical
record (EMR) data, staffing reports, and feedback from em-
ployees. One method to view this data may be large tables
of information with descriptive statistics such as mean pa-
tient treatment time and mean patient outcome measures.
Another may be charts and graphs that relate data elements
visually. These organizations may work well for answering
some questions, but may miss elements of the larger context
such as how hospital size, administration leadership, tech-
nological capabilities, and types of patients seen interact at
different periods of the hospital’s history. For this analysis,
anarrative-based interface that relates the motivations of the
administration and staff to causal interactions among events
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Figure 1: A general architecture of intelligent narrative-based interfaces for sensemaking. Each process step (e.g., Collection) includes
examples of the types of subsystems it may include (e.g., Sensors, Databases, and Internet and Networks), but these examples are not meant
to be exhaustive. Real world data goes through the processes of collection, analysis, narrative generation, and presentation before reach-
ing the user. Interactions with the user generate requests for narrative structure, information, and data. These elements are computed and

returned up the chain of processes in a continuous loop of interaction.
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and patient outcomes could provide essential insight into
and ease understanding of this complex information.

General Architecture

This subsection defines a general architecture for intelli-
gent narrative-based interfaces. We have developed this ar-
chitecture through multiple efforts designing and building
intelligent narrative-based interfaces. Other researchers may
have different concepts or architectures that are better tuned
to their research challenges, and our purpose is not to pre-
scribe a solution, but to generate discussion and provide sug-
gestions that we believe to be generally helpful to the com-
munity. This architecture provides a basis for generating our
research questions in the next-subsection.

Figure 1 proposes a general architecture for intelligent
narrative-based interfaces for sensemaking. On the left of
the figure, data from the Real World goes through the Col-
lection process to gather raw data with sensors, into data-
bases, and across the Internet and other networks (e.g., the
input of patient data into the EMR system). This raw data is
then processed in Analysis to create structured data and in-
formation using techniques such as information extraction,
data fusion, rules, and machine learning (e.g., the computa-
tion of patient treatment time statistics correlated with dif-
ferent hospital policies and treatment team makeups). This
information and structured data is the plot of the narrative,
and it is provided to Narrative Generation to select and or-
ganize the data according to user models, characters, inten-
tions, and narrative structures, creating the narrative dis-
course (e.g., the evolution of the hospital as it grows, takes
on new responsibilities, and evolves with new technologies
and treatments). The user models and narrative structures
are highlighted as central components of the intelligent-nar-
rative based interfaces, and they are given special consider-
ation in the following Research Questions subsection. The
narrative structure is passed to Presentation to create the
narrative medium using visualizations and other media (e.g.,
the organized set of text, labels, and graphs that depict the
hospital’s history). The presentation places the narrative in
an interface and provides affordances for interactions such
as enabling the user to select, sort, filter, and drill-down on
aspects of the narrative. In User Interaction, the user views,
explores, and queries the interface to interact with the narra-
tive (e.g., requesting more information about particular time
periods or types of staff).

These user actions generate requests that travel down the
chain of processes until they can be fulfilled. Interactions
may be satisfied by the presentation process, or it may gen-
erate a request for additional narrative structure from narra-
tive generation. This additional structure may require more
data from the analysis process, which may require more raw
data from the collection process, potentially to be gathered
from the real world. Once the request can be satisfied the
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data and processing flows back up the chain as before, pre-
senting an updated narrative-based interface to the user.

Research Questions

This section presents the central research questions we
identify from our key concepts and general architecture for
intelligent narrative-based interfaces.

Causal and Intentional Analysis. To explain the under-
lying data in a narrative, the narrative generator must iden-
tify and select causal and intentional relationships from the
underlying data. These relationships determine a critical part
of the ground truth of the narrative. Key questions for this
analysis include: How are the events identified? How are the
causal and intentional relationships determined, and how are
uncertainties in these relationships represented and con-
veyed to the users?

Narrative Structure. The narrative structure organizes
the information and processed data of the analysis into a
form that takes advantage of the user’s existing understand-
ing of events and information. Key questions for narrative
structure include: How are features of the underlying do-
main, user questions, and context of use best matched with
potential narrative structures? What narrative structures are
most widely applicable to intelligent narrative-based inter-
faces, and to what extent can these structures be composed?
An evidence-based guide and library of narrative structures
for information presentation would be an invaluable re-
source for future systems.

User Models. User models work with narrative structures
to ensure that the narratives are well comprehended by the
user. User models include representations of user
knowledge, information goals, and narrative processing.
Key questions for user models include: What aspects of the
user are the most important to track? How do they represent
narrative elements such as time, space, causality, objects,
characters, and intentions? How can user comprehension or
other key aspects of the narrative experience be assessed or
estimated? What are guidelines for customization of the nar-
rative to individual users? How can the interface discover
and track users’ goals? How can the user be assessed during
interaction? What are the best uses of cognitive and emo-
tional models for modeling users?

Narrative Visualizations and User Interaction. The
visualization of and user interaction with the narrative ele-
ments are critical components of the architecture because
they are the means by which the user views the narrative and
supporting information. Visualizations can be highly do-
main specific—such as providing maps for geo-political
news stories, trends in patient data over time, or box scores
for summarizing sporting events—or general as in generic
charts and graphs. Key questions for visualizations and user
interaction include: How are different dimensions of the nar-



rative best visualized for particular users? Which infor-
mation is shown initially, and how does the user query the
system to find out more? What are the most useful visuali-
zation and interaction flows to relate the narrative, and what
mediums best support this flow?

Evaluation. The evaluation of intelligent narrative-based
interfaces is central to future research and ultimate successes
or failures. Key evaluation questions include: What are the
most useful metrics and measures for these interfaces, e.g.,
can usability be separated from overall information commu-
nication? How can approaches be compared, especially
across domains? How can individual components, such as
elements of the narrative generation, be evaluated inde-
pendently of the whole system? What representative user
bases and tasks are needed for informative evaluation?

Conclusions

This paper identifies critical questions and potential re-
search paths in intelligent narrative-based interfaces for
sensemaking. We believe this new area of research has sig-
nificant potential to use narrative technologies to impact a
wide range of real world problems.
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