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Abstract
This paper explores new narrative generation paradigms for open world problems. We propose a speed-up variant of partial planner–accelerated partial order planner, that can automatically generate narratives for large plan spaces. To incorporate real-time free-form user interaction, a dynamic partial planning technique has been introduced to self-repair the narratives. We also propose a scalable and robust framework to craft open world narratives with minimal effort. Our approach enables content creators to craft complex open world narratives without explicitly authoring user interaction arcs. We tested our framework by developing multiple narratives with free-form interactions. Those narratives were used to test the robustness of the proposed planners.

Introduction
Partial order planners (POPs) are being used to generate complex narratives with a lot of user interaction. As the planning time increases with the number of actions, using POPs for open world narratives is not time efficient. Furthermore, if those worlds are to accommodate free-form user interaction, the plan should consider all the possible conflicts to the narrative. This, in turn, increases the plan space and effort required from content editors to craft a complete narrative. The existing techniques either support narratives with little user interaction, fixed, or less branching narratives with a lot of user interactions. These approaches are not suitable for open world problems as the action space will be very enormous and including all user interactions will drastically increase the space complexity.

In this paper, we propose an approach that generates and repairs open world narratives in real time. This approach accommodates free-form user interactions in a generated narrative with minimum replanning. This approach can be used to recreate any historical event (for example, President William McKinley’s assassination) and analyze how changes in various interactions would have affected that event or to generate interactive movies.

For such a system the planner should be able to generate plans in real time by using characters and actions that are relevant to that scene. The system should replan for any changes in the environment in real time, thereby accommodating free-form user interactions. To validate or use such a planner, the system architecture should be modular, robust and scalable to generate extensive narratives.

Though there hasn’t been a single approach which tackles all the challenges, there has been attempts to address individual problems. Shoulson et al. (2011) introduced parameterized behavior trees to improve the modularity and reusability of behavior trees. Kapadia et al. (2015) used interactive behavior trees (IBTs) to incorporate free-form user interaction and conflict resolution. Decision trees can be used to generate believable narratives, but they cannot practically support free-form user interaction.

To reduce the planning time, we introduced a heuristic-related actions, which will be acquired from the action relation map. The action relation map contains all the related actions for a condition. Thus it decreases the plan space thereby decreasing the planning time. Inspired from the D* and partial order planner, we came up with an approach to incorporate dynamic characteristics to the planner.

The planning time costs using the improved dynamic planner are compared against those of a conventional partial planner with IBTs. The time of execution and the optimality of the solution are taken as the measures to quantify the benefits of the proposed solution.

Our planner resembles the concept of mediation (Harris and Young 2009, Robertson and Young 2014). However, the dissimilarity and correspondence is yet to be discussed. Further development is required before the final publication of our work, which mainly involves two aspects: algorithm optimization and comprehensive evaluation. Besides, evaluations of our planners against other classic planners such that proposed by Younes and Simmons (2003) are necessary.

Related Work
There have been several works on manual authoring techniques for the narrative generation. Work of Loyall (1997) described predefined behaviors, thus even small changes to the narrative result in monolithic work. The structure of story graphs (Gordon et al. 2004) allows to author huge believable narratives with very little user interactions. In story graphs, the user interactions are facilitated in the form of choices at key points in the narrative.
Partial order planning is often used to automatically generate narratives. Poole and Mackworth (2011) described the basic algorithm of a partial order planner to generate partial plans. A comparative study between total order and partial order planners has been done by Minton, Bresina, and Drummond (1994). Likhachev et al. (2005) described techniques to incorporate Anytime Dynamic nature in total ordering planners.

On the other hand, Shoulson et al. (2011) showed how behavior trees could be parameterized to improve the modularity and re-usability of the narratives. This helps to reuse similar story arcs to generate rather complex narratives. Li, Lee-Urban, and Riedl (2012) involved learning script-like narrative knowledge from crowdsourcing to generate narratives. Magerko et al. (2004) explored design issues of constructing a plot, creating AI characters, and using a director in an interactive storytelling environment. For implementing free-form user interactions, Kapadia et al. (2015) modeled an architecture with behavior trees. It also provided a conflict resolution algorithm in IBTs. Kallmann and Thalmann (1999) described a framework where virtual objects could aid the user to accomplish a pre-programmed possible interaction. An event-centric framework for directing interactive narratives was shown by Shoulson et al. (2013).

Loyall (1997) designed Hap, an architecture for creating believable agents. Shoulson and Badler (2011) described a framework for mitigating individual agent complexity while retaining agent diversity. The framework of Kapadia et al. (2011) generated complicated behaviors between interacting actors in a user-authored scenario. Kapadia, Marshak, and Badler (2014) presented a modular and flexible platform for authoring purposeful human characters in a virtual environment. Based on the framework, an attempt (Inampudi et al. 2017) has been made to generate compelling narratives by synthesizing the memories of the agents.

Harris and Young (2009) proposed another plan-based narrative generation algorithm which calculates responses to user input in an anticipatory manner. Ware and Young (2011) proposed the Conflict Partial Order Causal Link (CPOCL) that marks certain steps in a plan as non-executed in order to preserve the conflicting subplans of all characters without damaging the causal soundness of the overall story.

A survey of various approaches to quantifying the interestingness of a narrative was provided by Li. (2015). The work of Pérez and Ortiz (2013) was one of the earliest attempts to measure the interestingness of a computer-generated plot. It compares ideal story tension graphs to the one that generated plot to find the interestingness. Although the framework of Kartal, Koenig, and Guy (2014) can be used to quickly generate complex and believable narratives, the memory requirements increase exponentially as the number of possible actions increases.

The Planners
In the following sections, we have made an attempt to describe the implementation of our planner and the game UI. Below are some terms that we will be used to describe our system.

Affordance: An affordance $a$ is an action that involves two objects: the executor and the bearer. In this paper, we will use terms “affordance” and “action” interchangeably. Every affordance has a set of pre-conditions and effects ($<\{\phi\},\{\omega\}>$). Pre-conditions are required for the action to execute, and effects are the state changes produced by the action after execution. Every affordance in our system also has a parameterized behavior tree (Shoulson et al. 2011) associated with it.

Causal link: Two actions, $a_1$ and $a_2$, have a causal link $l$ over a condition $\phi$, if a precondition $\phi$ of $a_2$ is satisfied by executing $a_1$, i.e., if $\phi \in a_1 \leftarrow \{\omega\}$ and $\phi \in a_2 \leftarrow \{\phi\}$. An entry of a causal link is denoted as a triple $<a_1, \phi, a_2>$. A causal link $<a_1, \phi, a_2>$ is said to be running if action $a_1$ is running and $a_2$ is not yet executed.

Over-consistent link: A causal link $l$ will be in the over-consistent state if the condition of the causal link is already present in the current state of the system.

Under-consistent link: A running causal link $l$ is said to be under-consistent if the condition is negated by the current state. A user action negating a running causal link will result in an under-consistent link.

Original Partial Order Planner
The partial order planner proposed by Poole and Mackworth (2011) was implemented to evaluate the performance of ours.

The planner employs a non-deterministic algorithm that stores all the goal states in an agenda at the beginning and depletes it by one entry in each iteration and stores corresponding ordered actions and causal links with the constraints of the preconditions on that entry. The new action must happen before the removed agenda entry in the partial order. The algorithm terminates when the agenda is empty, and outputs the ordered action list, which is the partial plan.

Accelerated Partial Order Planner (APOP)
One of the major factors that influence the planning time of a partial planner is the plan space. To optimize the planning time, we created an action relation map $M$ which will be used to search for the actions that satisfy a precondition. Two actions are related if the precondition of an action is present in the effects of the other. This is created only when a new affordance is added and is stored in the system memory. Hence, this reduces the search space for the planner and hence improves the planning time. A single entry of $M$ looks like $<\phi, \{a\}>$. Algorithm 1 describes the approach we used to create the action relation map. The APOP has been proven to be efficient in some recent work (Inampudi et al. 2017).

Dynamic Partial Order Planner (DPOP)
The existing techniques either preemptively plan for user interactions or replan the narrative from scratch, and none of these approaches are efficient to update the narratives in real time to achieve a lifelike simulation as the number of objects and interactions is prolific. To tackle this issue, we propose an algorithm which incorporates the concepts of the $D^*$ algorithm (Likhachev et al. 2005) with POP.
The heuristic we use for the search algorithm is the action relation map \( M \) introduced in the previous section.

![Figure 1: Example of an over-consistent link leading to redundant states](image)

One of the improvements over the previous planner is removing redundant states. Over-consistent links (OC) may make some states in the narrative redundant, i.e., as is shown in figure 1, the user action \( (a_{ui}) \) has made the causal link \( C_1 \) over-consistent. Hence, \( action_{1} \) is already satisfied by the user action, and \( action_{2} \) becomes redundant, which is no longer required in the narrative. Removing redundant states from the narrative is called consistency propagation. Algorithm 2 describes the logic we employed to find and remove the redundant states from the narrative.

**Algorithm 2: Consistency propagation in the behavior tree**

```plaintext
1 PropagateConsistency(OC)
2 foreach \( a \in OC \) do
3     if \( a \notin \{ l \leftarrow \{ a_1 \} \} \) then
4         Remove \( a \) from affordances and constraints
5         foreach \( l \in L \) do
6             if \( a \notin \{ a_2 \} \) then
7                 \( OC = OC \cup l \leftarrow \{ a_1 \} \)
8         if \( OC \neq \emptyset \) then
9             PropagateConsistency(OC)
10     else
11         return
```

The planner keeps executing on open conditions to be satisfied. For every user action, the narrative state manager checks for any over-consistent and under-consistent states. If an over-consistent or under-consistent state is found, it is added to the open conditions of the planner. In the case of over-consistency, consistency propagation is performed before the repairing is done. See Algorithm 3 for more details.

One important feature of the planner DPOP is that it can repair or replan the narrative in real time when the user inter-
Testing and Evaluation
The experiments were conducted within our game UI, which is the main experiment interface with the players.

About the Game UI
In our game UI, every smart object is associated with a smart trigger. When the player enters the trigger of the smart object, an interactive menu is shown with all the available affordances of that object. Selecting an affordance will execute the parameterized behavior tree associated with it, and also send the effects to the narrative state manager to update the corresponding states.

All the characters in the scene have a default behavior tree attached to them. The planner can take control of any character running on default behavior. The game allows the player to possess and control any in-game character, or switch among them while the experiment is in progress. Whenever the player takes control of a non-player character (NPC), all the behaviors on that NPC are suspended. If that NPC was formerly being controlled by a planner, the plan is recomputed. For every player action, the consistency of the plan is checked and repaired if necessary. Instead of taking over any character, the player can just observe the world from the character’s point of view.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Observations</th>
<th>Standard deviation</th>
<th>Average</th>
<th>Confidence width</th>
<th>Min average</th>
<th>Max average</th>
</tr>
</thead>
<tbody>
<tr>
<td>A: Initial plan</td>
<td>26</td>
<td>0.134</td>
<td>1.901</td>
<td>0.043</td>
<td>1.857</td>
<td>1.944</td>
</tr>
<tr>
<td>A: Replan success</td>
<td>31</td>
<td>1.077</td>
<td>1.776</td>
<td>0.318</td>
<td>1.457</td>
<td>2.094</td>
</tr>
<tr>
<td>A: Replan failure</td>
<td>22</td>
<td>0.602</td>
<td>0.921</td>
<td>0.021</td>
<td>0.900</td>
<td>0.942</td>
</tr>
<tr>
<td>B: Initial plan</td>
<td>23</td>
<td>0.539</td>
<td>2.253</td>
<td>0.185</td>
<td>2.068</td>
<td>2.438</td>
</tr>
<tr>
<td>B: Replan success</td>
<td>23</td>
<td>0.753</td>
<td>2.902</td>
<td>0.258</td>
<td>2.644</td>
<td>3.160</td>
</tr>
<tr>
<td>B: Replan failure</td>
<td>23</td>
<td>0.173</td>
<td>0.794</td>
<td>0.059</td>
<td>0.735</td>
<td>0.853</td>
</tr>
<tr>
<td>C: Initial plan</td>
<td>23</td>
<td>0.338</td>
<td>3.801</td>
<td>0.116</td>
<td>3.685</td>
<td>3.916</td>
</tr>
<tr>
<td>C: Replan success</td>
<td>23</td>
<td>0.880</td>
<td>3.841</td>
<td>0.302</td>
<td>3.539</td>
<td>4.143</td>
</tr>
<tr>
<td>C: Replan failure</td>
<td>23</td>
<td>0.779</td>
<td>1.394</td>
<td>0.267</td>
<td>1.127</td>
<td>1.661</td>
</tr>
</tbody>
</table>

Figure 2: Statistics of the experiments on DPOP with reference to the POP

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Objects</th>
<th>Affordances/object</th>
<th>Plan space</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4</td>
<td>≤ 3</td>
<td>12</td>
</tr>
<tr>
<td>B</td>
<td>23</td>
<td>≈ 8</td>
<td>2091</td>
</tr>
<tr>
<td>C</td>
<td>37</td>
<td>≈ 8</td>
<td>7257</td>
</tr>
</tbody>
</table>

Figure 3: Configurations for each experiment scene
Experiment Configuration

Our game is set up with scenes where the president assassinations occur. The planner is tested with three different scenes with a varying number of smart objects and affordances. The quantitative details of the experiments are shown in figure 3.

For each experiment, the data is collected for 3 cases: (i) initial plan; (ii) repairing or replanning success, when the planner is able to repair the narrative; (iii) repairing or replanning failure, when the planner is not able to repair the narrative.

Accelerated Planner

For initial tests, the APOP is run in a scene with a varying number of homogeneous objects, and the time costs are compared with the POP. The results are present in figure 4.

<table>
<thead>
<tr>
<th>Objects</th>
<th>Affordances</th>
<th>Original POP</th>
<th>APOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>5.75</td>
<td>5.4</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>11.2</td>
<td>5.72</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>11.89</td>
<td>6.04</td>
</tr>
</tbody>
</table>

Figure 4: For homogeneous objects, average of 10 observations (time in milliseconds)

The initial planning case of the experiments corresponds to the APOP. The APOP displays significant improvements over the POP. The planning time efficiency improvement is exponential with regards to the total affordances in the scene, e.g., the third configuration that simulates a typical complex scene shows that the APOP is almost twice as fast as the POP.

Dynamic Planner

A detailed analysis is conducted for the experiments A, B and C. The data is split into two cases: case 1 when the DPOP tries to repair the plan succeeds, and case 2 when no plan exists between current state and goal state.

For case 1, the DPOP showed similar improvements as the APOP. The DPOP was as 3.7 to 3.9 times fast as POP with 90% confidence. For case 2, the DPOP is almost as fast as POP, which is expected because DPOP does an exhaustive search just like POP. Detailed analysis can be found in figure 2.

The following two figures show two demonstrating scenes where the DPOP works in.

Figure 5a and 5b reproduces a president assassination scene, where many types of agents are involved, including the player, the president, the assassin, and the doctor, etc. The initial narrative is generated and stored as the reference journal. While with the game UI interactions, the narrative is invalidated. With the DPOP fixing it, the complete case is revealed.

Figure 6a and 6b shows the scenes in experiment A where the DPOP succeeds and fails to repair the narrative in real time and interactively with the user. The initial goal of the narrative is that the NPC buys the weapon, but with user intervention that the player buys it before the NPC does, the narrative failed to repair, which is the intended result for the player–to prevent the NPC from purchasing the weapon.

User Study

In this user study, we did a quantitative analysis of the dynamic planner from the experimental results discussed in the previous section. An in-game questionnaire was conducted to comprise the analysis.
Hypotheses
There are two major hypotheses for our application:

1. The dynamic planner can reconstruct or repair the plan in real time and faster than a partial planner.
   **Metrics**: The time for replanning using POP and DPOP and the time for replanning from scratch using POP and DPOP.

2. This framework could be used to generate real-world like narratives with free-from interactions.
   **Metrics**: How close the simulation is to the original event and the complexity of the narrative.

DPOP analysis
The following metrics were collected from the game plays of 23 individuals. The game environment consists of 11 affordances and 4 heterogeneous smart objects.

The performance of the DPOP was analyzed with two planning types: (i) planning from scratch, and (ii) replanning (or repairing the plan). The corresponding individual experiment results are shown in figure 7 and figure 8.

![Figure 7: Time taken to generate a partial plan (in ms)](image)

![Figure 8: Time taken to repair the plan (in ms)](image)

As per our user study results and the feedback from the testing users, we can come to the conclusion that:

1. The APOP and the DPOP have shown improvements over the POP according to the test data;
2. The DPOP is able to repair plans in real time, without much loss of user experience.

**Conclusion and Future Work**

Compared with the POP, our APOP and DPOP shows adequate performance improvements. With the DPOP, we can generate and repair the narrative in real time with free-form user interactions. It also shows the capability to recreate or simulate the possible variants of real world events, and potentially provides an extension for creative scenarios, e.g., replaying historic events.

Though the system used in this paper facilitates to prove the working and efficiency of the APOP and the DPOP, it could only do so for a predetermined number of affordances and smart objects. The user study also implies that the realism of the testing environment is not outstanding. To accomplish a more comprehensive evaluation than those discussed previously, we need to create a complex scene and going to conduct a more perplex narrative experiment.

To extend the universality of our system, we need to implement a system that can procedurally generate smart objects and affordances so that universal statistics of a planner can be measured. The output (narrative) quality of the planner can be improved by using better heuristics like interestingness or tension induced in the story if an action is added.

Additionally, although we have tested our planners within various scenes, the performance was not measured against other types of planners due to the limited time for interface programming. Deeper studies of comparison among these planners shall be conducted.

**Appendix: Proofs**

In this section we have made an attempt to prove the soundness and completeness of the planner.

**Proposition 1 (Soundness).** For a solution plan $\pi_c = \text{DynamicPlan}(\pi_p)$, there exists a total ordering of event instances to produce a complete and consistent story arc $\alpha_c$.

**Proof.** The successful termination condition of $\text{DynamicPlan}$ returns a plan $\pi_c$ that has no open preconditions, whose ordering constraints are guaranteed to be consistent, and there are no incomplete event instances with missing parameters. According to Kapadia et al. (2016), $\pi_c$ is a solution plan and hence, there exists a total ordering of event instances $\alpha_c$ for $\pi_c$.  
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Proposition 2 (Completeness). \textit{DynamicPlan} is guaranteed to return a complete, consistent ordering of event instances \(\pi_c\), if one exists.

\textbf{Proof.} \textit{DynamicPlan} is a non-deterministic procedure and we can prove completeness by showing that at least one of its execution traces returns a solution, if one exists. Let us prove it inductively on the number of event instances \(|I|\) in the solution plan.

\textbf{Base Step.} If the original plan \(\pi_p\) is a solution to the problem, then \textit{DynamicPlan} terminates immediately and returns \(\pi_p\).

\textbf{Induction Step.} Assume that \textit{DynamicPlan} is complete for planning problems that have solutions of length \((k-1)\).

For a planning problem \(\langle \pi_p = (I_p, O_p, L_p), A \rangle\), let there be a solution \(\pi_c\) which can be obtained by adding \(k\) additional event instances \(I_k = \{I_1, \ldots, I_k\} \to I_p\). Since \(I_k \in I_k\) is relevant to satisfying a clause in \(A\), there is at least one execution trace of \textit{DynamicPlan} that chooses \(I_k\) to address an open clause in \(A\). The resulting partial plan, \(\pi'\), contains \(I' = I_p \cup I_k\). The next recursion step of \textit{DynamicPlan} operates on \(\pi'\) to generate a solution for the planning problem: \(\langle \pi', A' = A \cup \Phi(I_k) \rangle\), whose solution can be obtained by adding \((k - 1)\) events, \(I_{k-1} = I_k - I_k\), which is our starting assumption. By induction, \textit{DynamicPlan} has an execution trace that finds a solution for \(\pi'\).

\[\square\]
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