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Abstract

We address the problem of determining the structure of
a set of plot points for an interactive narrative. To do so,
we define a formal two-player game where a computer
can play with an author to learn the structural represen-
tation of the story. This technique will allow for authors
unfamiliar, or uncomfortable, with mathematical struc-
tures to create the inputs interactive narrative algorithms
require. We include the underlying mathematical theory
as a foundation of our approach, and characterize it’s ef-
fectiveness through a series of simulation experiments.
Results indicate there is promise in using formal games
to aid in authoring interactive narrative structures.

Introduction

Despite notable efforts, many hurdles to broad adoption of
interactive stories still remain. Among the challenges are
those associated with authoring. Creating interactive narra-
tive experiences requires story authors to provide computa-
tional systems with rich enough input to enable interactivity.
In fact, Roberts argued that authoring interactive narratives
presents seven distinct design challenges (2011). In this pa-
per, we focus on providing computational support to ease
one of these challenges: representing story.

We believe that authors are likely to find it easier to query
(tacitly known) story structures than to specify them declar-
atively. In other words, an author is probably much better at
looking at a particular story and determining if it is consis-
tent with their desires for an interactive narrative than they
are at specifying all the combinations of stories that work.
We leverage this assumption to design a technique to enable
authors to work with computers to encode complex interac-
tive narrative structures in a non-declarative manner.

To do so, we formulate authoring story structure as a for-
mal two-person game where a computer plays in collabo-
ration with the author to identify (tacitly known) interac-
tive story structure. This process can be used to learn the
precedence constraints on plot elements and is suitable for
story graphs (Weyhrauch 1997; Nelson and Mateas 2005;
Nelson et al. 2006; Roberts et al. 2006) or certain types of
plan-based representations (Young 1999; 2001; Riedl and
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Stern 2006; Magerko 2005). Our insight is that these story
representations encode the ordering of plot elements using
partially ordered sets or “posets,” which can be learned.

We aim for two things. First, our solution should enable
authors to encode story structure in a “reasonable” amount
of time. We intentionally leave this criteria vague because it
is difficult to say how much effort authors will be willing to
expend. Second, we want our solution to be simple and intu-
itive for authors to use without technical expertise. This will
enable authors to focus on the creative aspects of making
interactive narrative experiences.

For this paper, we have chosen to focus our efforts on sim-
ulation in order to characterize the feasibility of the tech-
nique. After formally defining the two-person game, we will
present empirical results of simulations that indicate the
number of game rounds necessary to learn story structures
as a function of story size.

Defining Narrative Structures

The representation of narrative structure for interactive nar-
rative has been well studied in the literature. Magerko (2007)
discussed characteristics of a broad range of narrative repre-
sentations, many of which were later surveyed by Roberts
and Isbell (2008). In this paper, we focus on two representa-
tions: graphs of precedence constraints and plan-based rep-
resentations. Here, we will first define each of these rep-
resentations. We will then argue that there are some (re-
stricted) plan-based representations that, from a structural or
relational point of view, can be considered the same as plot
graphs. In the next section we will define the mathematical
background that underlies our approach.

Graph-based Representations

Beginning with Weyhrauch’s work on Search-based Drama
Management (1997), a stream of research on Declarative
Optimization-based Drama Management (DODM) has been
conducted (Nelson and Mateas 2005; Nelson et al. 2006;
Roberts et al. 2006; 2007; Roberts 2010; Sullivan, Chen, and
Mateas 2008; 2009). In all of that work, story was repre-
sented using a plot graph.

When using DODM, the author specifies the story using
abstract plot points, each of which represents some event
in the story progression. Additionally, some structure is im-
posed on these plot sequences. Specifically, the plot points



are assigned ordering constraints, so that the drama manager
only considers possible sequences that could actually hap-
pen; for example, a plot point OPEN SAFE can only happen
after both the plot points DISCOVER SAFE and GET SAFE
COMBO have already happened. The set of all sequences of
plot points form the abstract plot space. Weyhrauch origi-
nally specified these ordering constraints by placing all the
plot points in a directed acyclic graph (DAG), with the edges
specifying a precedence relationship, and therefore an order-
ing over the plot elements (1997). In the fully-general ver-
sion of this representation there can also be “or” constraints
which state that any one of multiple plot points can satisfy
the preconditions of another; however, for the purposes of
this paper we have focused on AND constraints only. It is
not clear how significant a restriction this is; however, it is
the case that many narrative structures in the literature do
not make use of or constraints.

Plan-based Representations

In other work, Al planning languages like ADL (Pednault
1987) or PDDL (McDermott 1998) were used to encode
story (Magerko 2006; Young 1999; 2001; Riedl and Stern
2006; Barber and Kudenko 2007). In those settings, a struc-
ture that can be considered similar to a graph-based repre-
sentation is used. From a high level, its components are sim-
ilar: a set of plan-operators that represent narrative events
and a set of preconditions and effects for each operator.

Consider the safe opening example from above. In the
DAG-based plot graph representation, the plot event OPEN
SAFE would have two incoming edges, one from the DIS-
COVER SAFE plot point and one from the GET SAFE COMBO
plot point. These edges would indicate that both the discover
and get combo events must occur before the safe is opened.
To encode the same relationship in a plan-based represen-
tation, each of these plot events would be modeled as plan
operators. The OPEN SAFE operator would have two precon-
ditions: safe located and combo discovered. Additionally,
the DISCOVER SAFE operator would have a safe located ef-
fect and the GET SAFE COMBO operator wold have a combo
discovered effect. Thus, in order for the OPEN SAFE plot
event to occur, the effects of both the GET SAFE COMBO
and DISCOVER SAFE plot event are needed. Similar to the
graph-based representation, there can be multiple operators
with effects that satisfy the preconditions of another oper-
ator; however, for the purposes of this paper we focus on
situations where only one operator’s effects can satisfy (one
or all of) the preconditions of another operator.

Certain planning domains can be considered the same as
a precedence graph. To convert from a plan-based represen-
tation to a graph, we use the following construction. Assume
we have a set of plan operators, effects, and preconditions.
1) Create a graph with vertices that represent plan operators;
2) For every ordered-pair of vertices (v;, v;),j # i, if one or
more of the effects of v; satisfy one or more of the precondi-
tions of v;, add (v;, v;) as an edge. To convert from a graph
to a plan-based representation, we do the following. Assume
we have a graph G = (V, E). First, instantiate a plan opera-
tor for each v; € V. Next, for each (v;,v;) € F add e; ; to
the effects of v; and p; ; to the preconditions of v;.
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Figure 1: A graphical representation of the reflexive, anti-
symmetric, and transitive properties of a partial order.

Mathematical Underpinnings

Thus far we have introduced two common narrative repre-
sentations from the literature on interactive narrative and ar-
gued how they can be considered the same for the purposes
of learning structure. Here, we will depart from a discussion
of narrative and introduce some formal definitions and nota-
tion that will be used in our technique.

Let P = {pi1,p2,...,pn} be a set consisting of n ele-
ments and Rp C P X P be a binary relation defined over P.
If Rp satisfies the following three criteria, it is said to be a
partial order over P, and the ordered pair (P, Rp) is said to
be a partially ordered set, or “poset”.

Definition 1 (Reflexivity). A relation Rp on a set P is said
to be reflexive if for every p € P, (p,p) € Rp.

Definition 2 (Antisymmetry). A relation Rp on a set P is
said to be antisymmetric if for every p;,p; € P we have
(pi,pj) € Rp and (p;,p;) € Rp implies that p; = p;.

Definition 3 (Transitivity). A relation Rp on a set P is said
to be transitive if for every p;,p;,pr € P,i # j # k we
have (p;,p;) € Rp and (p;, px) € Rp then (p;, px) € Rp.

These three characteristics can be represented graphically
as well. Let G = (P, Rp) be a graph that consists of ver-
tices representing the elements of P and edges connecting
the vertices that are related by Rp. If Rp is a partial order
over P then every vertex p € P will have a directed edge to
itself (reflexive, Figure 1(a)), there will be no directed cycles
(antisymmetric, Figure 1(b)), and there will be a direct edge
between any two verticies for which there is also a directed
path a length greater than two (transitive, Figure 1(c)).

Narrative Precedence is a Partial Order

In order to leverage our understanding of partial orders to
learn narrative structure, we first must argue that the plot
structure encoded by plot graphs are partial orders. To do
so, we first define an “immediate predecessor relation.”

Definition 4 (Immediate Predecessor). Given a set P and
partial order Rp, A relation Ip C P x P is said to be
an immediate predecessor relation if ¥(p;,p;) € Rp we
have (p;,p;) € Iponlyif ZAp, € P suchthat (p;,pr) €
Rp and (pk,pj) € Rp.

The immediate predecessor relation is not itself a partial
order—it is not reflexive, antisymmetric, or transitive; how-
ever, as Preparata and Yeh point out, in a sense it “‘contains
the same information as a partial order” (1973). They use the
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Figure 2: An immediate predecessor relation (a), the rela-
tion closed under reflexivity (b), and the associated partial
order relation closed under transitivity as well (c). Note the
topological orderings of vertices are the same in all cases.

following construction to convert an immediate predecessor
relation to a partial order relation. Assume we begin with the
immediate predecessor relation in Figure 2(a).

(1) Add “loops” to the immediate predecessor relation
(close it under reflexivity). See Figure 2(b).

(2) For any three vertices p;,p;,pr. € P, if the edges
(pi,pj) and (pj, px) are in the graph, then add the edge
(pi, pr) to the graph. See Figure 2(c).

Note it is important to make sure that step (1) is performed
before step (2) or the final relation may be incorrect. A sim-
ilar process can be conducted in reverse to convert from a
partial order to an immediate predecessor relation.

This process is important for the success of our approach
for two reasons. First, the game we describe in the next sec-
tion will result in a partial order. And second, the graph of
precedence constraints (or equivalent plan-based represen-
tation) is an immediate successor relation. It is important
to note that an immediate successor relation does not imply
that a valid ordering of plot points must have immediately
successive vertices adjacent. An immediate successor rela-
tion merely removes some of the redundant information in
a partial order that is due to reflexivity and/or transitivity. In
other words, if two plot events p; and p; are in the immediate
successor relation, any number of plot events can occur be-
tween p; and p; when a story occurs provided their ordering
is topologically consistent with the graph-based representa-
tion of the immediate successor relation.

The Game

We formalize the problem of learning the structure of an in-
teractive narrative as a two-person collaborative game be-
tween Alice (the author) and Bob (the builder). We assume
Alice knows what is acceptable, but can’t easily write down
all possibilities. Further, we assume that Bob can ask Alice
if a story is consistent with her desires. Initially, Bob starts
with a clean slate, having no belief about which story events
can occur in what order. With each question Bob asks and
answer he receives from Alice, Bob updates his belief about
the story structure. Based on his current beliefs, Bob then
asks another question. Etc.
We need three additional definitions:
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Definition 5 (Linear Order). A relation Rp on a set
P is said to be a linear order if Ai,j wherei +#
Jj such that (p;, p;) & Rp and (pj,p;) € Rp.

A linear order is a partial order where every element in the
ground set is comparable. A particular realization of an in-
teractive story results in a linear order of plot events.

Definition 6 (Linear Extension). Let (P, Rp) be a poset.
R} C P x Pis alinear extension of Rp exactly when R}
is a linear order and V(p;, p;) € Rp we have (p;, p;) € Rp.

In other words, a linear extension of a poset is a linear order
that is topologically consistent with the partial order.

Definition 7 (Realizer). A set R of linear extensions of
(P, Rp) is a realizer of (P, Rp) if "R = (P, Rp).

When the intersection of a set of linear extensions is the par-
tial order, it is a realizer of the partial order.

The two-person game is played with a poset (P, Rp) de-
fined over story events P. The partial order relation R p that
defines the structure of the story space is known tacitly to
Alice (i.e., she can query it, but can’t generate it) but not to
Bob. Both players know the ground set of elements P. The
game proceeds in three rounds that are repeated until Bob
knows he has learned the structure.

Round 1) Bob asks Alice if a particular ordering of plot
events is consistent with her desires for the story. For-

mally, Bob presents Alice with the tuple (E;, E’SE ), where
E; C P, |E;| <n < |P|,and Ry, C E; x E; is a linear
order of the elements of E;. n is a constant determined
before the game begins.

Round 2) Alice receives Bob’s query and determines if the
ordering is consistent with the story she has in mind. For-

mally, she responds by confirming that (E;, E*E) is a lin-

ear extension of the subposet of (P, Rp) induced by E;z;i,
or if not, by providing Bob with (E;, R}, ) which is a lin-
ear extension of the subposet of (P, Rp) induced by R}; .

Round 3) Bob updates his understanding of the partial or-
der. If he believes he knows it, the game terminates. Oth-
erwise, it returns to Round (1).

Bob seeks to reconstruct (P, Rp) = U;(E;, "R E,).

For Bob’s part in the game, he must select queries to
send to Alice that result in as much information as possi-
ble with each round. In our approach, Bob has two phases to
his query generation. In the first phase, Bob seeks to learn
something about each plot event (element of P). In the sec-
ond phase, Bob refines his knowledge about plot events for
which he is uncertain after the first phase. Bob stores the
partial order relation in an adjacency matrix M where each
element can be one of four values: no information ((), defi-
nite edge (e), definite no edge (n), or possible edge (7).

To illustrate these rules, consider the example from Fig-
ure 2(a). Initially, M would be a 6 x 6 matrix with each
entry equal to (). For the sake of this example, suppose Bob
can construct queries of at most three plot points. He asks
Alice, is p4,p1,ps a reasonable story? In this case, Alice
would say no, and send Bob back a different ordering. Let’s
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Figure 3: Results for the Tea for Three and Anchorhead story domains. The x axis indicates the maximum query size (n) and
the y axis indicates the number of queries needed to learn the story poset.

say p1, p3, p4. Bob would learn six things from this informa-
tion: 1) M(4,3) = n,2) M(3,1) =n,3) M(4,1) =n, 4)
M(1,3) =7,5) M(3,4) =7, and 6) M (1,4) =?. Note that
despite Alice’s reordering of the plot elements, Bob has not
yet learned that an edge exists between p; and py.

Once Bob has eliminated all () elements from M, he enters
the second phase of query construction. At this point, all of
the entries in M are either n or 7, so Bob seeks to eliminate
the 7s. Bob selects a pair of vertices for which the entry is 7.
To illustrate, let’s take M (1, 4) from the above example. Bob
reverses the order and includes that in his query, optionally
including additional vertices provided they are known not to
be incident on p; or p4. In this case, he would query Alice
with py, p1. If Alice returns yes, Bob knows M (1,4) = n.
If Alice returns py, ps, Bob knows M (1,4) = e. Bob will
know the poset once M contains only n or e.

Results

We note that the problem of determining the poset has some
known hardness properties. In particular, this game we pro-
pose is actually related to the problem of determining the
“dimension of a poset” which is the minimum cardinality
of a realizer (Trotter 2012). Ideally, Bob would finish the
game in the number of rounds equal to the dimension of
the poset; however, the problem of testing if a poset’s di-
mension is less than or equal to ¢ for ¢ > 3 is known to
be NP-complete (Yannakakis 1982). For perspective, con-
sider that there are O(n!) partial orders of a set with n el-
ements, and that exhaustive search would be impossible for
any reasonably-sized story domain. Thus, our goal is that the
game ends quickly enough to be feasible for human authors
to play.

Thus, our results here are intended to empirically char-
acterize how realistic it is to use this method to determine
story structure. Our goal is not a new theoretical result, but
to illustrate how many queries Bob would have to ask Alice,
the author, under various structural conditions. To accom-
plish this, we conducted a number of experiments on posets
of varying size, as well as on two posets obtained from sto-
ries published in the literature on interactive narrative. In all
cases, we simulated Alice using the computer. Human sub-
jects experiments are a topic for future work.

35

In order to simulate Alice, we used the following process.
When Alice receives a query from Bob that is not a linear
extension, she rearranges Bob’s query by examining each
element of the query in order. Suppose Bob asks p;, p;, pi,
Alice will check connections from p; to p;, p; to py, and p;
to py in that order. If Alice detects any pairwise problems,
those two elements are swapped (e.g., if p; cannot precede
Dk, then they are swapped and the new query is py, pj, p;).
The entire process is repeated to make sure the swap didn’t
cause any problems. It is important to note that this process
can inadvertently confuse Bob. Because Alice has swapped
p; and pg, it may appear to Bob (in certain circumstances)
that p; also precedes p; even if it is not the case. Fortunately,
as we will see below, this is very rare. Further, in these rare
cases what Bob learns will contain an extra precedence con-
straint between two plot events for which the order doesn’t
actually matter, not an incorrect order. Thus, the effect of
failures on the resulting interactive story should be minimal.

Narrative Experiments

To begin with, we selected two stories from the literature
on interactive narrative that have previously been encoded
as plot points with precedence constraints. Specifically, we
examined the interactive fiction Tea for Three first studied by
Weyhrauch (1997), and the interactive fiction Anchorhead
first studied by Nelson and Mateas (2005). The version of
Tea for Three we used had 16 plot points with 11 precedence
constraints. The version of Anchorhead we used had 28 plot
points and 30 precedence constraints.

Figures 3(a) & 3(b) contain the results for Tea for Three
and Anchorhead respectively. Of interest are two things.
First is the overall number of queries required to learn the
partial order over the plot points. In the worst case for Tea
for Three 175 queries were needed; in the best case, only
102 queries. In the larger Anchorhead story, Bob required
significantly more queries, ranging from 607 in the worst
case to 261 in the best case. Second, the minimum number
of queries occurred with query size somewhere in the middle
in both cases, rather than at the extremes. Lastly, we point
out that answering 261 queries, while potentially tedious, is
a very reasonable task for an author to perform. As we will
see below, the task is easier for shorter stories.
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Figure 4: The average number of queries required to learn
posets of size eight, nine, 10, 11, and 12.

Table 1: The query size that resulted in the fewest queries
to learn the poset. The last column indicates the ratio of the
query size to the size of the ground set of the poset.

Set Size | Query Size | Num Queries | Ratio
4 4 6.57 100.0
5 4 10.8 80.0
6 5 15.36 83.3
7 5 21.95 71.4
8 6 26.86 75.0
9 7 32.58 77.8
10 7 38.05 70.0
11 8 43.45 72.7
12 9 49.49 75.0

[ 16 ] 12 \ 102 | 750 |

[ 28 ] 20 [ 261 | 714 ]

Simulation Experiments

To further characterize effectiveness, as well as complexity,
we conduced simulation experiments on generated posets.
We ran experiments on ground sets with cardinality from
four to 12. For posets of size four through seven, we exhaus-
tively generated all possibilities. For posets of size eight or
greater, we randomly generated 100,000 posets with vary-
ing numbers of edges. The data reported below is an average
of performance across all posets. Additionally, we examined
query sizes from three up to the full size of the ground set.
To begin with, we look at the number of queries required
to learn the partial order relation. Figure 4 contains data from
five of the generated data sets. Each curve represents the av-
erage number of queries required for queries of the given
maximum length. Of interest in this plot is the distance be-
tween the curves and their relative shapes. First, the distance
between the plots does appear to be growing as the size
of the ground set increases. This trend is further supported
when the data from the narratives is examined in compari-
son. While we do not have any complexity results for this
approach yet, it would not be surprising to learn this algo-
rithm is super-linear. Second, the curves are all decreasing
and then increasing, indicating there is an ideal query size to
learn poset structure quickly. To further examine this trend,
we identified the query size associated with the lowest av-
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Table 2: The percentage of correctly learned partial order
relations based on ground set size for all query sizes.

Ground Set Size | Accuracy
4 100.0
5 100.0
6 100.0
7 100.0
8 99.45
9 99.45
10 99.48
11 99.51
12 99.60

Accuracy by Ratio of Query Size to Poset Size
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Figure 5: The percentage of posets correctly identified based
on the ratio of the query size to the size of the poset. In
general, the smaller the query size the fewer the errors.

erage number of queries. These data are presented in Ta-
ble 1. Of particular interest here is the trend towards a ratio
of query size to ground set size between 0.7 and 0.75. Note
that the last two entries in this table are for the larger narra-
tive posets discussed in the previous section, indicating that
this trend seems to continue even as poset sizes increase.

Because our algorithm has no theoretical guarantees, we
also examined the accuracy as a function of the percent of
correctly learned partial order relations for different poset
sizes. Our algorithm will fail in cases where Alice’s choice
of a new linear extension results in some ambiguity. We did
identify cases where our algorithm failed to find the partial
order; however, these cases were rare. Table 2 contains the
average accuracy across all query sizes for each of the sets
of posets. Of interest in this table are two things: the relative
decline in the accuracy as the size of the poset grows and the
fact that the average accuracy is above 99.45% in all cases.
This second fact is encouraging; however, it does not reveal
the entire story. Figure 5 contains additional accuracy data.
It shows the accuracy as a function of the ratio of the query
size to the size of the ground. What is interesting to note
here is that as the ratio approaches 1.0, the accuracy tends
to decline. In the “sweet” spot for efficiency around 0.75
discussed above, the majority of the results cluster above
99.5% accuracy. Again, this is very encouraging.



Future Work

This paper describes some preliminary work in developing
a technique to aid authors in specifying narrative structure.
There is still a lot of work that can be done in this area. Most
notably, it is very important as we move forward to work
with authors to ensure our technologies are appropriate for
their needs. We plan to develop a graphical user interface for
this technique that will enable us to share it with authors and
collect human-subjects data.

In conducing human-subjects experiments, however, we
will introduce some complexity that our technique does not
currently address. First, we currently do not model disjunc-
tive precedence constraints—something originally included
in the formalism presented by Weyhrauch (1997). Further,
our approach is not currently error-tolerant. If authors make
mistakes, or if multiple authors give us conflicting linear ex-
tensions, our approach will surely fail. We hope to address
these issues in future development of our technique.

Lastly, there are deep mathematical roots in our tech-
nique. As this is preliminary work, we have not made any
effort to connect our approach to the body of literature on
dimension theory or partial orders, especially complexity re-
sults. We plan to do so in the future.

Conclusion

In this paper, we have defined a formal two-person game for
helping authors specify the structural relations between plot
events in interactive narratives. We have defined the math-
ematical theories behind our approach, and argued for the
applicability of it to both graph-based and plan-based repre-
sentations of interactive narratives. We have also presented a
set of simulation experiments that demonstrate the accuracy
and feasibility of our approach.

Based on our results, we conclude that there is promise
in our technique. Even in cases of relatively large sets of
plot events, authors will need only to answer a few hun-
dred queries from our algorithm which can be done at their
leisure. We further conclude that despite our algorithm not
guaranteeing to find the exact partial order, it is extremely
accurate and fails in rare cases. Therefore, we believe that
with some refinement and interface development, this may
prove to be a valuable authoring aid for those seeking to cre-
ate interactive narratives.
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