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Abstract

Information transparency, the open disclosure of informa-
tion about models, is crucial for proactively evaluating the
potential societal harm of large language models (LLMs)
and developing effective risk mitigation measures. Adapting
the biographies of artifacts and practices (BOAP) method
(Hyysalo, Pollock, and Williams 2019) from science and
technology studies, this study analyzes the evolution of infor-
mation transparency within OpenAI’s Generative Pre-trained
Transformers (GPT) model reports and usage policies from
its inception in 2018 to GPT-4, one of today’s most capable
LLMs. To assess the breadth and depth of transparency prac-
tices, we develop a 9-dimensional, 3-level analytical frame-
work to evaluate the comprehensiveness and accessibility of
information disclosed to various stakeholders. Findings sug-
gest that while model limitations and downstream usages are
increasingly clarified, model development processes have be-
come more opaque. Transparency remains minimal in certain
aspects, such as model explainability and real-world evidence
of LLM impacts, and the discussions on safety measures such
as technical interventions and regulation pipelines lack in-
depth details. The findings emphasize the need for enhanced
transparency to foster accountability and ensure responsible
technological innovations.

Introduction
Abstraction is a fundamental concept in computing that sim-
plifies complex systems by removing their internal details
and the origins of their inputs and outputs (Selbst et al.
2019). Just like pre-made foods offer convenience and sim-
plicity by abstracting away the raw ingredients and the cook-
ing procedures, large language models (LLMs) transform
the software development ecosystem by enabling more ef-
ficient development processes, where AI practitioners can
leverage the advanced capabilities of existing models, such
as GPT-4, to build wide-ranging applications, without ac-
cess to model details such as their intricate inner workings
and sources of training data.

However, this abstraction also breeds opacity and can thus
lead to serious implications. As more state-of-the-art down-
stream models and applications adapt from only a few large
language models, these models become simultaneously the
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single source of truth and the single point of failure. For
instance, the inherent biases within these models could be
passed on to all these downstream systems, potentially am-
plifying societal harms across domains (Bommasani et al.
2021). Therefore, information transparency, the open shar-
ing of information about these models, is essential for proac-
tively evaluating and mitigating relevant risks.

Despite its importance, transparency for LLMs has not
yet been widely discussed in academic publications and
public discourse (Liao and Vaughan 2023; Masotina, Musi,
and Spagnolli 2023). This study adapts the biographies of
artifacts and practices (BOAP) method (Hyysalo, Pollock,
and Williams 2019) from science and technology studies to
evaluate how transparency for OpenAI’s GPT models, one
of the world’s leading large language models, has changed
over time. Through a biographical lens, this research aims
to situate the changes in transparency practices within the
broader technological, organizational, and socio-operational
contexts to understand how various factors have influenced
transparency for emerging technologies like GPTs.

The central research question this paper aims to answer is,
how has the information transparency regarding OpenAI’s
GPT models evolved? This question can be further broken
down into two smaller research questions (RQs) as follows:

• RQ1 (Breadth of Transparency): What categories of in-
formation (e.g., governance structures, model limita-
tions, applications) has OpenAI disclosed regarding their
GPT models, and how has the scope of this disclosed in-
formation evolved?

• RQ2 (Depth of Transparency): How has OpenAI changed
their approach to communicating information within
each category over time, in terms of the comprehen-
siveness, accessibility, and underlying social awareness
demonstrated by the disclosed information?

This work has three main contributions. First, it proposes
a concise transparency framework to qualitatively assess the
breadth and depth of information disclosure for large lan-
guage models and other emerging technologies. Second, it
introduces a biographical perspective to the study of trans-
parency changes over time, offering a more comprehensive
interpretation within the sociotechnical context compared to
existing approaches. Lastly, this paper translates technical
model reports into an accessible historical narrative to facil-
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itate interdisciplinary collaboration, helping a wider range of
stakeholders from technical and non-technical communities
engage in the governance of large language models.

Background and Related Works
Overview of LLMs and GPTs

Large language models are deep neural networks trained on
vast amounts of diverse data to understand and generate nat-
ural language text. These models have grown exponentially
in size in recent years, with the definition of “largeness”
evolving as the models continue to scale. While GPT-2, with
its 1.5 billion parameters, was first referred to as a large-
scale language model (Solaiman et al. 2019), today’s LLMs
have reached hundreds of billions and even trillions of pa-
rameters (Du et al. 2022).

Typically, LLMs are pre-trained with self-supervised
learning techniques to obtain general language skills, and
then fine-tuned on smaller, task-specific datasets to tailor
their capabilities for specialized downstream applications,
such as text classification and machine translation. These
fine-tuned models can be further deployed into LLM-infused
applications across various domains to be consumed by end-
users. ChatGPT, for instance, is a popular LLM-infused
chatbot built upon the GPT series of models.

The pre-trained, general-purpose nature of prominent
LLMs classifies them as “foundation models” – versa-
tile models that can be adapted efficiently to wide-ranging
downstream use cases with minimal additional training on
specialized datasets (Bommasani et al. 2021). The concept
is analogous to crude oil as a fundamental raw material.
Like crude oil is refined into various petroleum products in-
cluding gasoline, lubricants, and plastics to power different
technologies and industries, foundation large language mod-
els provide core language capabilities that can be tailored to
create diverse AI applications with less data and compute.

The LLM ecosystem involves several stakeholder groups:
the foundation model providers who develop and distribute
the pre-trained LLMs, the application developers who adapt
these models for downstream use, the end users who
consume the LLM-infused applications, and the impacted
groups directly or indirectly affected by these applications’
outputs (Bommasani et al. 2023; Hacker, Engel, and Mauer
2023; Liao and Vaughan 2023).

OpenAI and GPTs GPT models are one of the most pow-
erful and well-known large language models, developed by
OpenAI, an artificial intelligence research laboratory. Ope-
nAI was initially founded as a non-profit organization in
2015 and later transitioned into a “capped-profit” company
in 2019 to secure more research funding. In 2018, OpenAI
introduced the first version of GPT. Trained on a diverse cor-
pus of unlabeled text data using unsupervised learning, the
model demonstrated the potential of pre-training for transfer
learning to various natural language processing (NLP) tasks
(Radford et al. 2018). Subsequently, they released GPT-2 in
2019, GPT-3 in 2020, and GPT-4 in 2023, with each model
version exhibiting more advanced language capabilities.

BOAP and Technology Biographies
A biographical approach to technology studies refers to un-
derstanding the development of technologies within their
broader social and cultural contexts, examining their life
cycle from historical and evolutionary perspectives. As in-
formation technologies become more integrated into social
practices, scholars use software biographies to document the
technological changes in algorithms, architecture, and oper-
ations and interpret how they are shaped by social factors
like organizational dynamics and stakeholder requirements
(Glaser, Pollock, and D’Adderio 2021; Helmond, Nieborg,
and van der Vlist 2019).

BOAP is a framework that explores the complex interplay
between technology and society, tracing different phases
of sociotechnical innovations from inception to impact. Its
key principles advocate for a comprehensive spatiotempo-
ral scope that transcends traditional “snapshot” studies and
an examination of the broader ecologies of interconnected
actors surrounding the technologies and practices (Hyysalo,
Pollock, and Williams 2019). Applying the BOAP approach,
for instance, Wiegel (2016) conducted a longitudinal case
study to analyze how strategic planning software was devel-
oped and used over time as a sociotechnical innovation in
the automotive industry.

Facing the opacity of large language models, many rec-
ognize the value of evolutionary perspectives on auditing
model updates (Chen, Zaharia, and Zou 2023) or practice
changes (Bommasani et al. 2023) in driving governance and
regulation progress. Biographies, however, have a unique
advantage in accounting for broader contexts and implica-
tions of evolutions in technological artifacts and practices,
thus inviting deeper reflections on innovation processes.
This paper adapts the BOAP framework to analyze GPT,
one of the most representative LLMs, from its inception
in 2018 to today’s massive-scale GPT-4. It aims to explore
transparency changes within the sociotechnical contexts sur-
rounding the evolution of GPT models.

Transparency
Transparency denotes disclosing information to support con-
sumers in making decisions (Turilli and Floridi 2009). It is
widely related to concepts of accountability, openness, hon-
esty, and integrity (Ball 2009; Higgins and Tang 2024). Lack
of transparency in organizational practices may conceal mal-
practice, ultimately resulting in corporate scandals and ex-
tensive societal harm (Bommasani et al. 2023).

Transparency is fundamental to the safety, reliability, and
fairness of emerging technologies like AI (Bommasani et al.
2023; Mökander et al. 2023; Liao and Vaughan 2023). Over
the years, scholars and regulatory bodies have called for im-
proving transparency in the field. Researchers have proposed
information communication mechanisms from model cards
that report intended use cases and relevant performance met-
rics (Mitchell et al. 2019) to datasheets that document the cu-
ration and consumption of datasets (Gebru et al. 2021). Re-
garding regulatory initiatives, transparency emerges as the
most commonly referenced principle across global AI ethics
guidelines (Jobin, Ienca, and Vayena 2019).
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As a trending AI technology, large language models have
faced criticism for a lack of transparency. Bommasani et al.
(2023) developed the Foundation Model Transparency In-
dex as a comprehensive rubric to quantify transparency
of the most influential model providers, aiming to push
for progress on transparency practices over time. Liao and
Vaughan (2023) summarized the sociotechnical factors ob-
structing transparency for LLMs, including stakeholder and
application complexity, proprietary nature and competitive
landscape, technical incomprehensibility due to large-scale
architecture, and unpredictable model behaviors. Drawing
from prior research in AI transparency, the authors sug-
gested a goal-oriented approach for developing and evaluat-
ing transparency practices, meaning considering stakehold-
ers’ diverse information needs based on their objectives.

Limitations of Transparency Transparency in founda-
tion large language models has several limitations. To start
with, it is unrealistic to expect full transparency from the
model providers, as they may be unwilling to disclose all
model details to protect intellectual property rights and
maintain competitive advantages (Bommasani et al. 2023).
Besides, transparency alone does not guarantee ethical out-
comes, as releasing misleading or inappropriate informa-
tion can impair accountability and safety. For example, par-
tial details about personal data handling can create a mis-
perception of security and privacy that hinders accountabil-
ity (Turilli and Floridi 2009). Moreover, excessive openness
could be exploited by malicious actors to identify vulner-
abilities or manipulate the model, leading to societal harm
and unintended consequences.

Data and Methods
Guided by the BOAP framework, we included various data
types across time from 2018 to 2023 to enrich the spa-
tiotemporal diversity of GPT model information. Addition-
ally, we contextualized the evolution of GPT models and
related transparency practices within interconnected ecolo-
gies, ranging from stakeholder groups across the LLM
ecosystem to broader information consumers like policy-
makers, regulators, and AI researchers. We specified nine
transparency domains and three depth levels to encompass
multiple facets of the LLM ecosystem and broader perspec-
tives of information consumers.

Then, we open coded the selected artifacts against this
pre-defined transparency framework: we labeled the con-
tent of each artifact based on the coverage of specific trans-
parency domain(s), and evaluated the depth level at which
information was disclosed within each covered domain. This
open coding allows us to identify patterns in how OpenAI
expanded or shrank the scope and granularity of their trans-
parency practices over time across different artifacts.

Selected Artifacts
The raw data comprises model documentation and usage
policies for OpenAI’s GPT series of models.

Model Documentations This study includes 9 artifacts
spanning 4 model versions (Table 1). It incorporates techni-
cal reports introducing each model – GPT-1 (Radford et al.

Model Title Version
GPT-1 Improving Language Understand-

ing by Generative Pre-Training
2018

GPT-2 Language Models are Unsuper-
vised Multitask Learners

2019

GPT-2 Model Card 2019.11
GPT-2 Release Strategies and the Social

Impacts of Language Models
2019.11

GPT-3 Language Models are Few-Shot
Learners

2020.07

GPT-3 Model Card 2020.09
GPT-3 Understanding the Capabilities,

Limitations, and Societal Impact
of Large Language Models

2021.02

GPT-4 GPT-4 Technical Report 2023.12
GPT-4 GPT-4 System Card 2023.03

Table 1: A List of Selected GPT Model Documentations

2018), GPT-2 (Radford et al. 2019), GPT-3 (Brown et al.
2020), and GPT-4 (OpenAI 2023) – and available model
cards for GPT-2 (OpenAI 2019) and GPT-3 (OpenAI 2020)
on GitHub. The purpose of technical reports and model cards
is to communicate critical information about the models,
such as their development processes, performance, limita-
tions, and use cases.

For the other three supplementary documents, one pa-
per (Solaiman et al. 2019) details GPT-2’s release strate-
gies and processes based on research conducted internally
and through collaborations with external partners. Another
document (Tamkin et al. 2021) features a conference dis-
cussion of GPT-3’s limitations and societal impacts between
OpenAI, the Stanford Institute for Human-Centered Artifi-
cial Intelligence, and other academic institutions. The GPT-4
system card (OpenAI 2023) accompanies the GPT-4 techni-
cal report, outlining the model’s potential harms and imple-
mented interventions for risk mitigation.

Usage Policies To understand OpenAI’s approach to
model deployment, we include multiple versions of their us-
age policies, which specify the models’ intended use cases,
monitoring mechanisms, and regulatory pipelines. These
guidelines provide insights into what OpenAI views as safe
and responsible use of their GPT models.

We retrieved copies of previous versions of usage poli-
cies through the Wayback Machine (Internet Archive 2001),
a digital archive of web pages. As of March 11, 2024, the
Wayback Machine had recorded 870 screenshots of Ope-
nAI’s usage policies between March 10, 2023 and March
11, 2024. By examining the last updated date listed on avail-
able records, we identified four distinct versions of the usage
policies updated on February 15, 2023 (the earliest available
version), March 17, 2023, March 23, 2023, and January 10,
2024 (the current version). For earlier versions of the usage
policies unavailable at the current URL, we referenced the
changelog (Figure 1) attached to the current usage policies
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Figure 1: A Changelog Summarizing Changes Made to the
OpenAI Usage Policies as of January 2024 Update

(OpenAI 2024) to identify any updates made to the docu-
ment. We traced the updates across different versions of the
policies over time to inspect how OpenAI’s perspective on
model downstream use evolved.

Transparency Framework: Breadth
To enhance LLM governance, Mökander et al. (2023) pro-
posed auditing different entities across the LLM ecosystem,
including foundation model providers, foundation models
themselves, and LLM-infused downstream applications. We
adopted their three dimensions of governance, model, and
application as the core of our transparency framework, with
slight modifications to focus on the foundation models and
the impact of their transparency on the broader LLM ecosys-
tem. This framework assesses how well the information dis-
closed by OpenAI serves diverse stakeholders, such as pol-
icymakers, application developers, and other interested par-
ties. we define each aspect of transparency as follows:
• Governance Transparency: Disclosure of the founda-

tion model’s “making” process from development to
distribution. Examining the model provider’s decision-
making throughout the process will support policymak-
ers and regulators in supervising governance and improv-
ing regulatory standards.

• Model Transparency: Disclosure of the foundation
model’s limitations, explainability, and model-level risk
mitigation strategies. The exposure of known model vul-
nerabilities and corresponding mitigation actions will fa-
cilitate model understanding and evaluations among AI
researchers and practitioners.

• Application Transparency: Disclosure of the founda-
tion model’s intended use cases, monitoring and regu-

Dimension Subdomains
Governance
Transparency

Organizational Structure, Develop-
ment Process, Release Protocol

Model
Transparency

Model Limitations, Model Mitigations,
Model Explainability

Application
Transparency

Intended Use Cases, Monitoring and
Regulation, Impact Assessment

Table 2: Nine Subdomains Under the Three Main Trans-
parency Dimensions: Governance, Model, and Application

latory mechanisms, and observed or anticipated societal
impact. This information will improve social understand-
ing of LLMs and guide responsible model use among ap-
plication developers and end-users.

To assess transparency from multiple facets of the LLM
ecosystem, we identified nine subdomains evenly spanning
across the three dimensions (Table 2). Seven of these sub-
domains were derived by condensing the majority of the
100 low-level transparency indicators outlined in the Foun-
dation Model Transparency Index (Bommasani et al. 2023).
Additionally, we introduced two novel subdomains: organi-
zational structure and model explainability, to assess trans-
parency regarding the involved social entities and the mod-
els’ inner workings. This resulting framework maintains a
manageable level of granularity for a close, qualitative anal-
ysis of model-related documents. Besides, it offers greater
flexibility to capture valuable nuances, such as the intricate
interplay between different transparency factors, thus sup-
porting a cohesive narrative on the evolution of transparency
in GPT’s documentation. In the rest of the section, we will
define each subdomain (Table 3) and justify their inclusions.

Organizational Structure This subdomain includes but is
not limited to organizational values and incentives, roles and
responsibilities of internal and external stakeholders, and
governance policies that guide their decision-making pro-
cesses. Selbst et al. (2019) emphasize the importance of so-
cial actors, such as incentives and decision-making cultures
within an organization, in defining and promoting fairness
in sociotechnical systems. Examining social actors can also
reveal the exploitation of human labor in data creation, anno-
tations, and providing feedback that the models learn from
(Li et al. 2023; Arrieta-Ibarra et al. 2018; Crawford 2021;
Gray and Suri 2019). Overall, information about people and
practices can contribute to greater accountability (Mökander
et al. 2023; Mallin 2003) and better governmental regula-
tions (Bommasani et al. 2023).

Development Process This subdomain includes all as-
pects of model implementations: data sourcing, model train-
ing, and resource consumption. First, training data has been
a central focus of transparency advocacy. With a new data
documentation framework proposed, Gebru et al. (2021)
called for transparency on the motivation, composition, col-
lection, processing, and use of training data. About 20% of
the transparency indicators selected by Bommasani et al.
(2023) relate to data features listed above. Data transparency
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Subdomain Definition
Organizational Structure Does the artifact recognize the social factors influencing the technology’s development?
Development Process Does the artifact disclose information related to the stages of model development?
Release Protocol Does the artifact introduce the rationale and processes for model release?
Model Limitations Does the artifact discuss the limitations and risks of the foundation model?
Model Mitigations Does the artifact propose and evaluate any model risk mitigation strategies?
Model Explainability Does the artifact include information about model interpretability and explainability?
Intended Use Cases Does the artifact specify the model’s intended users and application scenarios?
Monitoring & Regulation Does the artifact explain how the model will be monitored and regulated after its release?
Impact Assessment Does the artifact address the potential societal harms associated with model deployment?

Table 3: Definition of Nine Subdomains Used to Evaluate the Breadth of Transparency in GPT Model Reports & Usage Policies

is believed to help identify, evaluate, and mitigate risks over
privacy, bias, hallucination, and copyright (Hacker, Engel,
and Mauer 2023; Ferrara 2023; Weidinger et al. 2022; Ben-
der et al. 2021; Zhang et al. 2023; Ganguli et al. 2022).

Second, while full disclosure of training details may be
unrealistic due to privacy and proprietary considerations,
high-level descriptions of model architecture and algorithms
are encouraged (Mitchell et al. 2019). Some scholars like
Liu et al. (2023) advocated for open sourcing all training
components from data to code to improve transparency and
reproducibility for LLMs.

Lastly, many researchers have expressed concerns over
machine learning models’ substantial energy and environ-
mental costs from training to operations (Strubell, Ganesh,
and McCallum 2019; Patterson et al. 2021; Lacoste et al.
2019; Schwartz et al. 2020; Luccioni and Hernandez-Garcia
2023). Transparency in resource consumption can inform
policy decisions to reduce sociopolitical harm and promote
sustainable model development practices.

Release Protocol This subdomain encompasses various
aspects of model release, including release strategies, dis-
tribution channels, and access levels for different stake-
holders. Facing the trade-off between open release for risk
investigation and restricted access for safeguards, existing
model providers hold varying attitudes toward model re-
leases. Liang et al. (2022) recommended establishing a
shared standard to govern the release process of foundation
models. They proposed a framework for developing release
policies that covers “what to release, to whom to release,
when to release, and how to release.” Transparency in re-
lease decision-making and processes can facilitate the shar-
ing of best practices and the convergence toward universally
accepted release practices.

Model Limitations This subdomain indicates the model’s
inherent weaknesses tied to its structures, properties, and
development processes. For example, large language mod-
els have intrinsically limited reliability as they are subject to
hallucinations, or generating non-existent or incorrect infor-
mation, which leads to potential misinformation when de-
ployed (OpenAI 2023). Making them transparent will fos-
ter a clear understanding of the model’s fundamental con-

straints, paving the way for the responsible use of founda-
tion models and mitigating the downstream harm (Mökander
et al. 2023).

Model Mitigations This subdomain sheds light on the
risks that model providers prioritize addressing and how
they define the success of their mitigation strategies. Us-
ing the regulatory requirements for social media platforms
as an example, Narayanan and Kapoor (2023) emphasized
the need for generative AI companies to describe and evalu-
ate their risk mitigation mechanisms to improve the visibil-
ity of safety challenges. Transparent mitigation efforts not
only demonstrate model providers’ commitment to improv-
ing safety measures but also facilitate external oversight to
identify potential blind spots.

Model Explainability This subdomain focuses on the
evaluation and techniques for enhancing model inter-
pretability (the understandability of the model’s decisions)
and explainability (the understandability of the model’s in-
ner workings) (Hrı́n 2023). Limited model interpretabil-
ity can undermine their applications in high-stakes scenar-
ios and impede the development of effective safety mea-
sures (Singh et al. 2024). In contrast, interpretable models
can self-generate reliable explanations that accurately reflect
their decision logic, thereby ensuring fairness and account-
ability (Rudin 2019). Effectively communicating a model’s
explainability enables internal and external stakeholders to
more thoroughly evaluate its trustworthiness and reliability.

Intended Use Cases This subdomain specifies the
model’s intended users and use cases, informing stakehold-
ers about what the model should and should not be used
for to minimize inappropriate model usage (Mitchell et al.
2019). Even though the foundation model’s diverse applica-
tions pose challenges to envisioning its use before deploy-
ment, Bender et al. (2021) stressed the importance of ex-
ploring potential stakeholders and use cases to understand
its broader risks (Bender et al. 2021). The documentation of
intended usage can inform downstream developers’ design
decisions and guide regulators and policymakers to enforce
responsible deployment.

Monitoring and Regulation Tracking and controlling
model usage are important to prevent potential misuse. A
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clear statement on monitoring efficacy is considered the final
piece of transparency practices for open-accessed founda-
tion models (Bommasani et al. 2023). Transparency in mon-
itoring and regulation mechanisms can provide insights into
the efforts made by model providers to ensure safety and se-
curity and empower affected individuals and communities to
seek redress in case of harm or unethical use.

Impact Assessment This subdomain assesses two cate-
gories of harms associated with deploying LLMs: observed
harms, which are supported by empirical evidence, and an-
ticipated harms, which have not yet manifested (Weidinger
et al. 2022). It also examines whether the model provider has
proposed or implemented any deployment-level mitigations.
Previous studies have developed various frameworks for al-
gorithmic impact assessment (Selbst 2021; Reisman et al.
2018; Mantelero 2018; Schiff et al. 2020; Solaiman et al.
2023), and emphasized the significance of identifying poten-
tial recipients – affected individuals, groups, and sectors – of
harm (Bommasani et al. 2023; Mitchell et al. 2019). Trans-
parent assessment of negative impacts will uncover model
providers’ potential ethical blind spots, contributing to more
comprehensive risk mitigations and harm prevention.

Transparency Framework: Depth
Turilli and Floridi (2009) stated that transparency, from the
view of information consumers, depends on three factors:
information availability, accessibility, and usefulness. On
the other hand, information providers have full control over
what information to disclose and how, reflecting their ethical
considerations. Based on these factors, to evaluate the depth
of transparency across different domains, we delineate trans-
parency into three levels:

• Availability: Does the model provider share comprehen-
sive information in each transparency domain?

• Accessibility: How is this information communicated?
Is it presented in a clear and understandable way?

• Awareness: Does the model provider demonstrate
awareness of the model’s societal implications and will-
ingness to address potential harms? Do they share useful
information for stakeholders’ decision-making process?

The following example illustrates how we evaluate trans-
parency depth regarding model limitations using this frame-
work: Availability entails providing a comprehensive de-
scription and evaluation of model limitations. Accessibility
involves clearly explaining limitations using concrete exam-
ples, infographics, and a well-organized structure to facil-
itate understanding for information consumers. Awareness
can be conveyed through discussing the relevant societal
implications of these limitations, such as potential risks or
harms to different stakeholder groups. It also includes pre-
senting thorough justification (e.g., citing legitimate safety
considerations) if any limitations information is withheld.

Findings
This section presents our findings from analyzing GPT
model documents using the transparency framework defined

earlier. To answer RQ1, we summarize how the scope of dis-
closed information has evolved over time for each of the
nine transparency domains. For RQ2, we analyze how the
depth of information has changed within each dimension.
The findings are organized chronologically by model ver-
sion to form a biography of the GPT models.

Governance Transparency
Over time, GPT model reports exhibited contrasting trends
in transparency across three domains under governance
transparency. While transparency increased for organiza-
tional structure through detailed roles and responsibilities,
there was a notable decrease in transparency regarding the
model development process and release protocol.

Organizational Structure The GPT model reports
demonstrate increasing transparency regarding the roles and
responsibilities of people involved in model development
and deployment. While GPT-1 only listed authors of the
research paper, GPT-2 acknowledged the participation
of more parties such as external collaborators and data
laborers. GPT-3 included a 1-page formal contributions
section, identifying key contributors with high-level de-
tails about their duties, such as implementing training
infrastructure and conducting training data analysis. With
a 3-page expanded credits section, GPT-4 further specified
the distribution of work within the organization by the
stages of the development pipeline, including pre-training,
evaluation and analysis, and deployment. They also clarified
the role of specific individuals, such as the data collection
lead, involved in each stage.

This structured and comprehensive contributions section
made the organizational structures more accessible, provid-
ing greater visibility into how the work has been divided and
who can potentially be held accountable. This evolution in-
dicates improved transparency regarding the social factors
in GPT development and uncovers an expansion of project
scope and an increasingly complex and fragmented model
development pipeline.

However, transparency gaps in social factors still ex-
ist. For example, the GPT-4 report does not provide de-
tails on the use of data labor, despite its disclosure of re-
liance on the Reinforcement Learning from Human Feed-
back (RLHF) technique that requires human annotation of
sensitive content. Vaguely referring to data annotators as
“vendor-managed workers” without explicitly naming spe-
cific vendor partners, OpenAI did not address existing con-
cerns over labor exploitation, such as their contract with
Sama for outsourcing data labeling of toxic content (Per-
rigo 2023). Additionally, the reports disclosed little informa-
tion related to OpenAI’s governance framework, decision-
making processes, and organizational incentives.

Development Process Improved transparency was ob-
served in data sourcing, training procedures, and model eval-
uations from GPT-1 to GPT-3. Specifically, OpenAI pro-
vided more thorough descriptions and illustrative examples
to enhance the availability and accessibility of information
about the model development process.
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For GPT-1, information was disclosed mostly through cit-
ing public datasets and benchmarks. For GPT-2, OpenAI
introduced their self-curated web dataset by detailing their
data sourcing process and giving an overview of the data
compositions. However, they did not make the full training
dataset publicly available. Both GPT-1 and GPT-2 provided
sufficient details about model architectures and training ap-
proaches, effectively contributing to the transparency and re-
producibility of their research.

For GPT-3, OpenAI presented extensive details to explain
their increasingly complex model evaluation procedures. For
instance, they provided nuanced samples showing the phras-
ing and formatting used for prompting and fine-tuning to
clarify the test settings. They also released novel synthetic
datasets they designed to evaluate GPT-3’s new capabilities,
like arithmetics and word scrambles, to facilitate external
investigations. Moreover, with informative statistics, they
revealed and compared hyperparameters, computational re-
source consumption, and evaluation results for model vari-
ants at different scales across different test settings.

However, OpenAI drastically reduced transparency by
withholding almost all information about the training data,
model size, and energy usage, for GPT-4, considering “com-
petitive landscape and safety implications.” While OpenAI
planned to “make further technical details available to addi-
tional third parties,” they did not identify any potential in-
dependent collaborators and only stated preliminary ideas
around third-party auditing (OpenAI 2023). This huge de-
cline in transparency from GPT-3 to GPT-4 significantly hin-
dered reproducibility, preventing public scrutiny and exter-
nal verification of the model’s safety and reliability.

Release Protocol There has been a trend toward less trans-
parency in the release of GPT models over time. GPT-1 and
GPT-2 were open-sourced for free, while GPT-3 and GPT-4
were released via controlled API (Application Programming
Interface) access and integrated downstream products like
ChatGPT. Even the red-teaming experts who closely collab-
orated with OpenAI on model evaluation and risk mitiga-
tions could only access GPT-4 through controlled API, as
disclosed in the GPT-4 system card.

For GPT-2, OpenAI offered a comprehensive explana-
tion of the model release rationale, strategies, and processes.
They included justifications for their staged release deci-
sion (e.g., facilitating safety research), cited evidence from
interdisciplinary research and discussions, and documented
the specific release timeline (Solaiman et al. 2019). Con-
trarily, for GPT-3 and GPT-4, OpenAI’s decision-making
process and criteria for model release became much more
opaque. The GPT-3 release appeared motivated primarily
by the model’s usability rather than an explicit weighing of
risks and benefits. Similarly, there was no clear specifica-
tion on why and how OpenAI released GPT-4. The release
of GPT-4 seemed to be taken for granted, with OpenAI fo-
cusing their communication on addressing potential issues
that may arise after model deployment rather than discussing
their initial decision to release the model.

Model Transparency
The GPT model reports demonstrated a general increase in
model transparency, with comprehensive analysis of model
limitations, descriptions of mitigations implemented to ad-
dress these limitations, and recognition of the challenges
and significance in explaining the model’s decision logic.
Nevertheless, despite these improvements, OpenAI still pro-
vided limited details about their efforts to mitigate model-
level risks and improve explainability.

Model Limitations From GPT-1 to GPT-4, the discus-
sions of model limitations became more well-structured,
comprehensive, and application-oriented, suggesting the
model provider’s improved social awareness. Discussions
around model limitations in early GPT models were brief,
implicit, and scattered throughout the model evaluation sec-
tion. For example, GPT-2’s lack of reliability was noted as
a performance-wide shortcoming in its summarization capa-
bilities.

Starting from GPT-3, OpenAI introduced a dedicated sec-
tion on model limitations about one and a half pages in
length (approximately 3.6% of the model report), covering
technical constraints (e.g., structural and algorithmic limi-
tations), societal risks (e.g., inherent societal biases), and
lack of model explainability (e.g., the ambiguity of ma-
chine understanding). With GPT-4, the discussion was em-
bedded throughout a 17-page summary of observed safety
challenges (approximately 36.2% of the model report), con-
textualizing model limitations by highlighting challenges as-
sociated with reliability (e.g., hallucination) and user-model
interaction (e.g., the model being overly gullible or mislead-
ingly confident). It also elaborated on how these limitations
could potentially lead to societal harm. This comprehensive
and application-oriented framing not only improved infor-
mation accessibility by making technical limitations con-
crete and understandable, but also reflected a growing social
awareness by considering their real-world implications.

Notably, the discussion around model limitations evolved
along with model advancements, reflecting a deeper un-
derstanding of the complexities involved. For example,
while early narratives focused on improving reliability as
a straightforward objective, more recent model reports rec-
ognized the double-edged nature of this pursuit: improved
reliability, though making the model more useful and truth-
ful, can reinforce the misuse potential of language models
(Brown et al. 2020) and may increase the tendency of over-
reliance (OpenAI 2023).

Model Mitigations GPT model reports demonstrated sig-
nificant progress in addressing potential limitations and risks
at the model level, shifting from no discussions of mitiga-
tions to proposed mitigations and finally to implemented
mitigations. This evolution aligns with the increased trans-
parency regarding model limitations discussed above. Iden-
tifying such limitations is the prerequisite to proactively ad-
dressing high-priority risks.

In the era of GPT-3, OpenAI first proposed potential
model-level risk mitigations in a few brief bullet points, sug-
gesting modifications to data or training processes to address
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harmful model biases (Tamkin et al. 2021). However, de-
spite emphasizing the importance of bias intervention, they
offered only “brief comments on future directions” while
calling for external engagement on bias mitigations (Brown
et al. 2020). Overall, there was no disclosure of specific mit-
igations that have been planned or implemented.

With the release of GPT-4, OpenAI introduced concrete
efforts to implement mitigations directly into the model.
These efforts were described in a 3-page section titled
“Risks & mitigations” in their technical report, with fur-
ther elaboration spanning 4.5 pages of the 30-page system
card. They focused on two major areas: refusal mitigations
to address model-user interaction challenges and hallucina-
tion mitigations to address reliability issues. The former in-
volved tuning the foundation model to appropriately respond
to disallowed, sensitive, or normal requests, while the latter
fine-tuned GPT-4 to reduce its frequency of hallucinations.
The model documents described the mechanism used for
these model-level mitigations at a high level and evaluated
their efficacies by comparing pre and post-intervention met-
rics, showcasing increased transparency compared to prior
model versions. However, limited details were shared about
the specific implementations, for instance, the dataset used
to fine-tune desired model behaviors or the criteria used to
guide data annotation.

Model Explainability As GPT models exhibited dimin-
ishing explainability due to scaling, OpenAI has recognized
this lack of explainability both as a limitation and a poten-
tial risk, as it may lead to unexpected model behaviors or
capability jumps when deployed in real-world applications.

For early GPT models, OpenAI attempted to speculate on
their internal workings from their task performance, but they
did not directly address the concept of model explainabil-
ity. While they initially identified the lack of interpretabil-
ity and predictability of model behaviors as a limitation in
communication for GPT-3, they considered this a common
problem for large-scale deep learning systems (Brown et al.
2020). Their future research plan related to improving ex-
plainability focused solely on understanding why increasing
the model size improves performances (Tamkin et al. 2021).

GPT-4 reports first highlighted the danger of unexpected
emergent behaviors, calling for more interpretability and ex-
plainability research to open the black box (OpenAI 2023).
However, we believe that relevant discussions have re-
mained superficial, as they focus more on behavioral fore-
casts rather than explanations. For example, the authors sub-
stantiated the positive correlations between model perfor-
mance and size, known as the scaling law (Kaplan et al.
2020), with empirical evidence to enable predictions of post-
scaling model performance. Nevertheless, their findings did
not delve into the underlying causes of these scaling capabil-
ities. While predictable scaling helped forecast model per-
formance, it did not imply predictability in all aspects of
model behaviors, including the risky emergent capabilities
or capability jumps within broader system dynamics.

Despite the increasing awareness of model explainabil-
ity issues and their societal implications, the model reports
lacked a comprehensive analysis of the model’s current ex-

plainability and provided limited insights into techniques
used to interpret the model’s decisions and outputs. There
exist opportunities for improvement in both the transparency
of the model itself and the transparency regarding the efforts
undertaken to bolster model explainability.

Application Transparency
The application transparency for GPT models has improved
over time, as evidenced by more comprehensive and practi-
cal discussions of model usage across all three subdomains:
intended use cases, monitoring and regulation mechanisms,
and societal harm assessments and interventions. Addition-
ally, OpenAI has committed to continuously updating usage
policies in response to emerging risks and use cases, reflect-
ing a growing mindset in social awareness. To enhance trans-
parency around policy evolution, they have included a pol-
icy changelog for stakeholders to examine historical changes
made to their usage policies, and, more recently, provided a
venue to sign up for notifications on policy updates.

Intended Use Cases From GPT-1 to GPT-4, transparency
for models’ intended use cases increased with the introduc-
tion of model cards and usage policies, bringing more com-
prehensive and accessible information on models’ intended
and unintended usage in response to the growing diversity
of their application scenarios.

Given its limited capabilities, GPT-1 did not include any
guidelines on model use. For GPT-2, OpenAI adopted the
newly proposed model card format for reporting, where they
specified the primary intended users as AI researchers and
practitioners. The model card also outlined unintended uses,
such as applications requiring factual output or direct inter-
actions with humans, given GPT-2’s limited reliability and
prevalence of biases. This model reporting approach facili-
tated transparent communication of GPT models’ intended
application.

GPT-3 model card expanded the intended use to broader
commercial cases, while vaguely defining prohibited uses as
those that “cause societal harms.” (OpenAI 2020) Accord-
ing to the usage policies changelog and an examination of
available prior versions, throughout the GPT-3 period and
the beginning of the GPT-4 period, OpenAI modified us-
age policies 7 times to detail case-specific requirements and
restructure the policy document for better accessibility. For
instance, they simplified content and use case policies into
one comprehensive guide and changed the visual display
of disallowed use cases from interactive to non-interactive.
Ten months after GPT-4’s release, OpenAI generalized dis-
allowed use cases into four universal rules to further improve
accessibility and flexibility.

Monitoring and Regulations Transparency for monitor-
ing and regulating model usage has increased as GPT mod-
els progressed, revealing an increasing reliance on auto-
mated systems. While OpenAI expressed initial concerns
about the challenges of monitoring GPT-2, they have since
emphasized strengthing monitoring and regulations as com-
plementary safety measures to model-level mitigations for
their subsequent GPT-3 and GPT-4 models.
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For GPT-2, OpenAI focused on monitoring public forums
for potential malicious use, but did not disclose plans for
monitoring the model’s actual real-world applications. This
monitoring strategy failed to capture the full range of po-
tential misuse, as malicious actors may exploit the model
without public announcement. Besides, this approach did
not safeguard against the threat of unintentional misuse. For
example, deploying GPT-2 in high-stakes decision-making
systems could lead to unintended but serious consequences.

The GPT-3 model card first outlined OpenAI’s multi-step
review process for downstream regulations, from API on-
boarding to ongoing monitoring of deployed applications for
policy violations. According to the recorded changes in us-
age policies, however, OpenAI largely simplified their mon-
itoring and regulation processes by removing the need for
pre-approval (2022-10-25) and then registration (2022-11-
09) for creating LLM-infused applications, instead adopt-
ing an “outcome-based” monitoring approach that combines
“automated and manual methods.”

OpenAI provided more information about this half-
automated, half-human-reviewed regulation pipeline in their
GPT-4 system card, such as the use of content moderation
classifiers as an automated tool for monitoring and enforc-
ing usage policies. However, details about the content clas-
sifiers, such as their decision-making logic and accuracy,
remained unclear. Additionally, the extent and workflow
of human oversight, including the specific guidelines and
processes of human review within the monitoring pipeline,
have not been disclosed. While the shift towards automa-
tion may improve efficiency in customer services, greater
transparency regarding the current monitoring mechanism
is needed to fully evaluate its effectiveness in preventing un-
intended applications.

Impact Assessment There was a notable increase in the
breadth and depth of societal harm assessments and down-
stream interventions in GPT model reports.

Regarding harm assessment, OpenAI determined GPT-
2 was far from usable in practical applications (Radford
et al. 2019). Backed on experiments, they anticipated po-
tential harms like model misuse and social biases if de-
ployed, though no real-world harms were observed during
the staged release (Solaiman et al. 2019). For GPT-3, Ope-
nAI included a 5-page (approximately 11.9% of the model
report) discussion of “broader impacts.” They considered
broader societal implications, including energy consump-
tion (Brown et al. 2020), deliberate disinformation, and la-
bor market impacts (Tamkin et al. 2021). With a 17-page
(approximately 36.2% of the model report) overview of 12
safety challenges associated with model deployment, GPT-
4 had the most comprehensive assessment so far, covering
inappropriate content (e.g., hallucinations, harmful content),
misuse (e.g., privacy, cybersecurity), and other aspects of in-
teroperability with human society (e.g., overreliance, AI ac-
celeration). While expanded assessments showed OpenAI’s
evolving social awareness, they were mostly theoretical dis-
cussions based on model properties and experiments, with
limited real-world evidence from actual deployed models.

For deployment-level interventions, OpenAI’s approach

evolved from researching synthetic text generation for GPT-
2, to providing safety guidance to downstream developers
for GPT-3, to sharing concrete mitigation tools like content
moderation API for GPT-4. This progression suggests Ope-
nAI’s growing acknowledgment of the need to collaborate
with the wider LLM ecosystem for harm prevention. How-
ever, similar to the absence of real-world usage statistics in
their impact assessment, OpenAI did not provide informa-
tion on the efficacy of mitigation tools or examples of their
use in practice.

Discussion
According to the findings outlined in the previous sec-
tion, transparency improvements have mainly focused on
application-oriented areas, such as model use cases and im-
pacts, to help assess GPT models’ limitations and risks in
deployment. Conversely, little to no progress, and even a
decline, was witnessed in other key areas related to model
development, release, and explainability. Seemingly intend-
ing to compensate for the less transparent model-building
process, OpenAI provides more information about the indi-
viduals and organizations involved in model development to
establish liability and accountability.

While these dynamic changes to some extent reflect the
dilemma between safety and transparency, as Liang et al.
(2022) suggested, there are diverse model release options
worth exploring to enhance transparency, rather than forc-
ing a binary decision between full openness and complete
secrecy. It remains debatable whether safety concerns suffi-
ciently justify the clear-cut reduction in model development
information from GPT-4 onwards. For the rest of the sec-
tion, we will hypothesize some of the potential causes and
implications of these changes.

Potential Causes
The observed transparency changes were likely driven by or-
ganizational changes, technological advancements, and so-
cietal pressure. From an organizational perspective, Ope-
nAI was subject to increased commercialization after the
shift from a nonprofit to a for-profit corporate structure. This
shift potentially motivated a reduction in governance trans-
parency to prioritize intellectual property protection and
maintain competitive advantages. However, the financial and
sociopolitical incentives for GPT’s development and deploy-
ment were not thoroughly addressed in model documenta-
tion.

From a technical perspective, the increased complexity
and capability of GPT models have led to their wide adop-
tion for real-world applications, which allowed OpenAI to
identify emerging risks and unintended societal impacts,
thus contributing to model and application transparency.
Nevertheless, technical advancements also aggravated the
explainability challenge, which is particularly concerning
given that the “black-boxed” GPT models are a crucial com-
ponent underpinning current safety measures across model-
level mitigations, monitoring and regulation mechanisms,
and deployment-level interventions (OpenAI 2023).

From a societal perspective, growing public concerns over
LLMs’ potential impacts might have pressured OpenAI to

1692



improve transparency, particularly application transparency,
for stakeholder scrutiny. In the GPT-4 system card, OpenAI
cited three of the earliest and most influential scholarly arti-
cles (Bender et al. 2021; Weidinger et al. 2022; Ganguli et al.
2022) to introduce some of the identified risks, including
bias amplification, ideological cementation, and risky emer-
gent behaviors. However, these articles were only briefly
quoted to contextualize OpenAI’s own risk taxonomy (Ope-
nAI 2023). This limited engagement with scholarly reviews
highlights areas where OpenAI could improve transparent
collaboration with external stakeholders to further address
potential societal harm.

Implications for LLM Ecosystem
These transparency changes could affect various stakehold-
ers in making informed decisions. For policymakers and
regulators, decreased governance transparency could hin-
der oversight and regulation of the development process,
while increased model and application transparency could
inform policy decisions and auditing practices to prevent
real-world harm. For researchers and developers, decreased
governance transparency could limit their abilities to eval-
uate model risks and collaborate on safety measures, while
increased model and application transparency could guide
research directions and design choices to promote respon-
sible model use and mitigate unintended consequences. Fi-
nally, decreased governance transparency could pose chal-
lenges for the general public to hold the model provider ac-
countable for their development and deployment decisions,
while increased model and application transparency could
help end-users and affected demographics set appropriate
expectations for model behaviors and impacts to safely nav-
igate the age of LLMs.

Overall, the implications of transparency evolutions are
complex and multifaceted. While the general improvement
in model and application transparency could lead to a more
responsible LLM ecosystem, missing aspects in these do-
mains could restrict stakeholders’ ability to make more in-
formed decisions. For instance, the lack of comprehensive
evaluation of model explainability and risk mitigation effi-
cacy could hinder their understanding and prediction of the
GPT models’ potential harm in real-world applications. Fu-
ture growth in transparency will be crucial for fostering en-
gagement and collaboration among a broader range of stake-
holders to maximize the benefits of this technology while
minimizing the risks associated with model use.

Limitations
This study has a limited scope of data selection, as it did
not include the full extent of information available about
the models, such as OpenAI’s blog posts, research publica-
tions, and legal documentation. The study also did not trace
the evolution of transparency in the intermediary models re-
leased between GPT-3 and GPT-4, such as GPT-3.5, which
may provide supporting information to interpret the sudden
drop in transparency regarding the development process.

Besides, the design of the transparency framework and the
evaluation criteria for qualitative analysis were inherently
subjective, potentially influenced by the researchers’ biases

and interpretations. The proposed transparency framework
reflected the researchers’ value judgments about which as-
pects of transparency were considered important and desir-
able. The flexibility in evaluation criteria allowed for sub-
jective interpretations of the disclosed information, such as
determining what constituted a discussion of model limita-
tions and the adequacy of that discussion.

Conclusions & Future Work
GPT model reports and usage policies indicate a decline
in governance transparency, as marked by a withdrawal of
technical details regarding model development, but an in-
crease in model and application transparency over time. The
transition to more comprehensive and accessible documen-
tation on model limitations and potential misuse demon-
strates the model provider’s growing awareness of model
weaknesses and societal impacts, leading to more proac-
tive risk mitigation efforts at both the model and application
levels. Nevertheless, certain aspects of transparency remain
missing, such as model explainability and real-world evi-
dence of LLM impacts. Furthermore, the model reports lack
in-depth details on the implementations of safety measures
and regulation pipelines.

Future Work
The findings on the evolution of transparency practices for
GPT models suggest several avenues for future work. First,
future research can empirically investigate the causes and
implications of the observed transparency changes, engag-
ing stakeholders to understand their perspectives on effective
information disclosure for a more informed transparency
framework. Second, future studies could expand the analy-
sis to include transparency of LLMs from other major de-
velopers like Anthropic, Google, and Meta to contextual-
ize GPT models’ transparency changes within the broader
competitive landscape. Longitudinal studies across organi-
zations could reveal industry-wide trends in motivations and
challenges around transparency practices. Lastly, research
into best practices for transparency is essential to estab-
lish evidence-based norms for responsible development and
deployment of LLMs. Studying diverse transparency ap-
proaches may lead to innovative solutions for balancing
safety and openness.
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