
Measuring Human-AI Value Alignment in Large Language Models 

Hakim Norhashim1,2, Jungpil Hahn1,2 
1National University of Singapore  

2AI Singapore 
hakim@nus.edu.sg, jungpil@nus.edu.sg 

 
 
 

Abstract 
This paper seeks to quantify the human-AI value alignment 
in large language models. Alignment between humans and AI 
has become a critical area of research to mitigate potential 
harm posed by AI. In tandem with this need, developers have 
incorporated a values-based approach towards model devel-
opment where ethical principles are integrated from its incep-
tion. However, ensuring that these values are reflected in out-
puts remains a challenge. In addition, studies have noted that 
models lack consistency when producing outputs, which in 
turn can affect their function. Such variability in responses 
would impact human-AI value alignment as well, particularly 
where consistent alignment is critical. Fundamentally, the 
task of uncovering a model’s alignment is one of explainabil-
ity – where understanding how these complex models behave 
is essential in order to assess their alignment.  
 
This paper examines the problem through a case study of 
GPT-3.5. By repeatedly prompting the model with scenarios 
based on a dataset of moral stories, we aggregate the model’s 
alignment with human values to produce a human-AI value 
alignment metric. Moreover, by using a comprehensive tax-
onomy of human values, we uncover the latent value profile 
represented by these outputs, thereby determining the extent 
of human-AI value alignment. 

 Introduction    
This paper seeks to evaluate the degree of human-AI value 
alignment in large language models (LLM). Ensuring align-
ment between humans and AI has become a critical area of 
research to mitigate potential harms posed by AI technolo-
gies. In tandem with this need, developers have incorporated 
a values-based approach where explicit ethical principles 
are integrated into the model development from its inception 
(Gabriel 2020). For example, Anthropic employs a ‘consti-
tutional AI’ strategy in its LLM chatbot, Claude, which in-
corporates human oversight via established rules and princi-
ples (Bai et al. 2022). However, ensuring that these embed-
ded values are consistently reflected in the model’s outputs 
remains a considerable challenge. Fundamentally, the task 
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of uncovering a model’s alignment is one of explainability 
– where an understanding of how these complex models op-
erate is essential in order to assess their alignment. 

While peering into the black box of a model may allow us 
to better understand how it behaves, this analysis is unlikely 
to generalize across all models, even if they may have simi-
lar underlying architectures. As applications of LLMs ex-
pand across different regions and sectors, the specific values 
that have been embedded may differ, particularly after the 
model has been fine-tuned with additional data. This neces-
sitates individualized studies for each model. With the rapid 
rise in the number of language models and their associated 
applications worldwide, there is a need to develop methods 
that can measure a model’s alignment at scale and do so in 
a way that will enable cross-model comparison. Consistent 
with benchmarks in various domains, such as assessing rea-
soning or natural language understanding, methods for eval-
uating alignment should, therefore, be quantifiable and com-
putational. The research question addressed in this paper is 
thus: How can the human-AI value alignment of a large lan-
guage model be quantitatively measured? 

This paper proposes a method to quantitatively assess a 
model’s human-AI value alignment by computationally 
evaluating the model’s responses to prompts designed to 
elicit alignment with specific human values. To achieve this, 
we analyze the responses through the lens of a comprehen-
sive human values taxonomy. By systematically evaluating 
the model’s outputs, we aim to uncover the latent human 
values it represents. This enables us to determine the extent 
of human-AI value alignment, presented as a profile of val-
ues and referred to as the model’s latent value profile. 

Furthermore, recent studies have highlighted that the var-
iability or inconsistency in responses from LLMs signifi-
cantly affects their applications. For instance, Noda et al. 
(2024) investigated the suitability of models for specialized 
medical applications. They concluded that the models are 
better suited to augment rather than replace human expertise 
due to inherent variability in responses. Such concerns are 
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also pertinent to the study of human-AI value alignment, 
particularly where there is an expectation that critical val-
ues—such as those relating to non-harm—are consistently 
upheld. As a result, we argue that it is crucial to examine the 
model’s inherent tendency to produce variable outputs in 
any study aimed at understanding or measuring human-AI 
value alignment. There is as yet no study determining align-
ment that has incorporated an analysis of a model’s con-
sistency in response. This study thus proposes a human-AI 
value alignment metric that accounts for both a model’s 
alignment to values and the model’s consistency in applying 
them. 

To that end, this paper takes a case study approach in 
studying the alignment of GPT-3.5. GPT-3.5 was selected 
due to its ease of access and strong developer support. 
Prompts were created using information from the Moral Sto-
ries dataset (Emelin et al. 2021), and the model was 
prompted with identical prompts numerous times to ascer-
tain its typical alignment and consistency. These results 
were aggregated to determine the GPT-3.5’s overall human-
AI value alignment metric. Subsequently, the norms from 
the dataset were classified into a comprehensive taxonomy 
of human values (Kiesel et al. 2022) to determine GPT-3.5’s 
latent value profile.  

This study makes the following contributions: 
• A prompt-crafting template for assessing model align-

ment. 
• A consistency framework to classify the consistency of 

value alignment in LLMs.  
• The definition of a human-AI value alignment metric that 

takes into account both alignment and consistency. 
• The demonstration of the value of our framework by ap-

plying it to GPT-3.5 to calculate its human-AI value align-
ment metric as well as establish its latent value profile. 

Literature Review 

The Human-AI Value Alignment Problem 
The human-AI alignment problem has its roots in the early 
days of AI research and development. Mathematician Norb-
ert Wiener, who founded the field of cybernetics, wrote in 
1960 that “if we use, to achieve our purposes, a mechanical 
agency with whose operation we cannot interfere effec-
tively... we had better be quite sure that the purpose put into 
the machine is the purpose which we really desire” (Wiener 
1960). Decades later, philosopher Nick Bostrom discussed 
ethical issues of ‘superintelligent machines’ with the famous 
paperclip maximizer example, where a superintelligence 
charged with manufacturing paperclips inadvertently misa-
ligned its goals with what humans might take to be implicit 
when it starts to transform everything into ‘paperclip manu-
facturing facilities.’ 

These considerations similarly apply to LLMs, where out-
puts are expected to conform broadly with human values. 
Traditionally, efforts to align models have centered on ana-
lyzing their outputs to identify and mitigate harm. An alter-
native approach, however, involves integrating explicit prin-
ciples directly into the model as part of the development pro-
cess (Gabriel 2020). The industry has since begun to em-
brace this method. For example, Anthropic’s ‘constitutional 
AI’ approach in the development of Claude is based on hu-
man oversight provided through a list of rules or principles 
(Bai et al. 2022). However, despite initial success in using a 
values-based approach for model development, there re-
mains a pressing need to ensure that the values incorporated 
in the model development are indeed reflected in the outputs 
of these models. 

As the applications of LLMs expand across different re-
gions and sectors, the specific human values to embed could 
differ. AI is now entering a new frontier of personalization, 
which presents associated risks (Kirk et al. 2024) that neces-
sitate understanding model behavior. Furthermore, finetun-
ing from foundational models for different use cases could 
also inadvertently alter a model’s alignments. With the rapid 
scaling of applications and personalized AI, there is a need 
to develop a method that can test and ensure a model’s align-
ment with human values at scale. Such methods should en-
able rapid assessments of the model’s behavior during de-
velopment, in contrast to more resource-intensive ap-
proaches like manual assessment by humans. Methods for 
evaluating alignment should, therefore, be systematic and 
computational. 

Establishing Alignment 
Methods that address the rapid pace and large scale required 
by the expanding AI application space have demonstrated 
effectiveness across various performance assessments. 
These approaches often involve computationally analyzing 
responses from models to standardized prompts using mul-
tiple-choice formats derived from standardized datasets. 
Analysis like these generates metrics that enable the evalu-
ation and comparison of performance across different mod-
els, including in areas like reasoning (Clark et al. 2018), nat-
ural language understanding (Hendrycks et al. 2021), factu-
ality (Lin, Hilton, and Evans 2022), mathematics (Cobbe et 
al. 2021), and coding (Chen et al. 2021), among others.  

The topic of human-AI alignment has similarly seen ef-
forts to develop computational methods for assessing align-
ment. Early efforts, such as those by Awad et al. (2018), de-
termined that both defining and evaluating moral values 
themselves are inherently challenging. Ji et al. (2024) fur-
ther argued that the simplification of complex human values 
into computationally optimized reward functions is inher-
ently reductive. This perspective aligns with the cautionary 
paperclip maximizer scenario posited by Nick Bostrom, 
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which underscores the potential risks of aligning AI solely 
with narrow or insufficiently defined objectives. If deduc-
tive methods of representing human values are reductive, 
then computationally assessing alignment could benefit 
from inductive methods that utilize comprehensive data. 
The literature acknowledges the value of using inductive 
methods to establish alignment as well. In their survey of 
alignment methods, Ji et al. (2024) highlighted how align-
ment is typically established through ‘moral datasets.’ For 
example, Emelin et al. (2021) introduced a crowdsourced 
dataset of structured, branching narratives designed to study 
grounded, goal-oriented social reasoning. Similarly, Ziems 
et al. (2022) contributed a dataset that captures specific 
moral convictions, explaining why chatbot responses may 
seem appropriate or problematic. Both datasets aim to estab-
lish alignment with human social and moral norms by ana-
lyzing model responses to prompts crafted through infor-
mation from the dataset. Emelin et al. (2021), in particular, 
employed both human and automated means of analyzing 
outputs where the models were tasked to generate responses 
in an open-ended setup. Nonetheless, in order to meet the 
goal of determining alignment in a scalable and efficient 
manner, outputs must be fully analyzed computationally. A 
straightforward method could be to transform information 
from existing datasets, like the Moral Stories dataset, into 
multiple-choice prompts, where model responses can then 
be quickly aggregated to assess alignment.  

Furthermore, Ji et al. (2024) also argued that the challenge 
in defining and evaluating moral values for alignment then 
led to the adoption of more abstract values, which were 
driven by the “average values” of communities (Awad et al. 
2018). For example, Awad et al.'s (2018) moral machine ex-
periment contributed to the development of “global, socially 
acceptable principles for machine ethics.” This effort paral-
lels other significant global endeavors to establish overarch-
ing AI ethics principles. A comprehensive study by Jobin et 
al. (2019) identified a convergence of ethical principles for 
AI across more than 84 documents from various regions 
worldwide where desirable traits (or indeed values) like 
‘transparency,’ ‘non-maleficence,’ and ‘responsibility,’ 
among others, were considered valuable for AI to have.  

However, the development of globally acceptable values 
for AI runs contrary to our earlier argument for a more indi-
vidualized, model-by-model approach to value alignment. 
Instead, we argue that an abstract taxonomy of values for AI 
alignment does not inherently require those values to be uni-
versally acceptable. The taxonomy need only be compre-
hensive enough in order to determine whether an individual 
model aligns with relevant values. The advantage of a higher 
level of abstraction is thus not concurrence but comprehen-
siveness. Individual models across domains can then be 
comprehensively evaluated and their alignment compared 
while still accounting for pluralistic values in real-world ap-
plications. 

In this context, a taxonomy of human values, like the one 
proposed by Kiesel et al. (2022), can provide a framework 
for classification. Kiesel et al.'s taxonomy, consisting of 
multiple hierarchies of human values, was compiled from 
four key sources: the Schwartz Value Survey (Schwartz et 
al. 2012), the Rokeach Value Survey (Rokeach 1973), the 
Life Values Inventory (Brown and Crace 2002), and the 
World Values Survey (Haerpfer et al. 2022), as a result of 
their “aspiration of a cross-cultural value taxonomy.” Kiesel 
et al. applied this taxonomy to human-generated data across 
diverse regions, including Africa, India, China, and the 
USA, and developed a machine-learning classification 
model to identify the human values underlying arguments. 
While statements of values, such as the norms in the Moral 
Stories dataset (e.g., “You shouldn’t practice reckless driv-
ing”), may not possess the structure of a complete argument, 
they can be construed as stances, which are a core compo-
nent of arguments. Hence, Kiesel et al.’s classification 
model offers a way to establish alignment through a taxon-
omy of human values through computational means. A 
model’s value profile grounded in a comprehensive cross-
cultural taxonomy could thus serve as a benchmarking tool, 
encapsulating the latent human values within a model and 
thereby indicating the model’s degree of value alignment. 

Understanding LLM’s Output Variability 
Numerous studies that analyze the outputs of LLMs have 
highlighted the necessity of addressing the inherent variabil-
ity in model responses (Chuang et al. 2023; Gu et al. 2023; 
Noda et al. 2024). A study on ChatGPT and Bard’s potential 
for specialized medical applications, in particular, Nephrol-
ogy,  noted that the variability of responses resulted in LLMs 
at times producing “incorrect responses.” Chuang et al. 
(2023) similarly noted how “even slight modifications to the 
prompts can cause significant variations in summarization 
results.” These studies underlie not only how slight varia-
tions in prompts can have an outsized variability in the re-
sponses, but that there exists inherent variability in the 
model’s responses even for similar prompts. 

The variability in LLMs’ outputs stems from the inherent 
stochasticity in the underlying transformer architecture used 
in many prominent models today. Even with a stable model, 
stochastic behavior can be observed during runtime. 
OpenAI, the developer of popular LLMs like GPT-3.5 and 
GPT-4, as well as applications like ChatGPT, states that 
“Chat Completions are non-deterministic by default” 
(OpenAI Platform 2024). It should be noted that the API 
versions of models such as GPT-3.5 and GPT-4 include pa-
rameters like “temperature” and “seed” that can control the 
variability of outputs. For example, a lower temperature set-
ting leads to “more consistent outputs,” while a higher tem-
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perature is intended for generating “more diverse and crea-
tive results.” Despite setting these parameters, however, 
model responses are still not fully deterministic.  

This inherent variability affects how model responses are 
perceived by users, thus affecting its utility. Noda et al. 
(2024) highlighted that “given the uncertainties in LLM out-
puts, they should complement, not replace, nephrologist ex-
pertise.” In addition, Chuang et al. (2023) concluded that the 
variability in responses, which they called “fluctuating per-
formance,” can negatively affect the ability of non-experts 
in utilizing LLMs. Within the context of value alignment, a 
similar argument can therefore be made where the con-
sistency in how the model outputs is aligned with certain 
values can affect its perceived overall alignment. A model 
that aligns with a given value only half the time, for exam-
ple, will not be considered as being very aligned at all. In 
the interest of transparency, there is thus a need to integrate 
an analysis of the overall consistency in an LLM’s value 
profile to properly account for the value alignment of mod-
els. 

Consistency in Value Alignment 
It is worth acknowledging that the literature offers a range 
of perspectives on the notion of ‘consistency’ in value align-
ment. One perspective is that of internal conceptual con-
sistency across moral frameworks, where consistency refers 
to ensuring that moral principles within an internal frame-
work are coherent. John Rawls’ concept of ‘reflective equi-
librium,’ which introduces a process by which moral princi-
ples and considered judgments are adjusted until they are in 
harmony (Rawls 1971), highlights this. Separately, Kant’s 
Categorical Imperative examines consistency or universal-
ity in value alignment across situations as well as for all ra-
tional beings (Kant 1785). Yet another perspective on con-
sistency is ensuring that one’s external behavior is con-
sistent with internal moral values (Vasiliou 2011). 

While this paper does not claim to have conducted a sys-
tematic review of all interpretations of value alignment con-
sistency in the literature, we aim to advance a viewpoint par-
ticularly relevant to the application at hand: consistency in 
value alignment as applied to LLMs. Given the inherent var-
iability in an LLM’s output, understanding consistency in 
value alignment when applied to identical situations be-
comes pertinent. While the models themselves operate as 
black boxes, the inputs, in particular user-defined ‘prompts,’ 
are transparent to the user, making the surrounding circum-
stances of individual use cases comparable. This transpar-
ency allows users to form expectations about the value 
alignment of outputs based on comparable (in the case of 
this paper, identical) inputs, thus highlighting the im-
portance of consistency in alignment across identical situa-
tions. This paper thus advances the concept of Input-Output 
Value Alignment Consistency in AI as: 

 The consistency in alignment towards an independent 
framework of values across model outputs for comparable 
AI model inputs. 

Such a definition of consistency in value alignment, 
where outwardly observable behaviors are consistently 
aligned with a framework of values, has been regarded as a 
fundamental ethical characteristic dating back to antiquity. 
For example, in discussing Aristotle’s Nicomachean Ethics, 
Vasiliou (2011) refers to the ‘Habituation Principle,’ an Ar-
istotelian concept that virtues are developed through the 
consistent practice of virtuous actions. Additionally, Kant’s 
Categorical Imperative implies that intrinsically good ac-
tions must align with universal moral laws, i.e., that good 
actions (analogous to model output) are not arbitrary but ra-
ther that they consistently align with moral laws that are ob-
jective in nature (Kant 1785). Whilst Kant’s notion of uni-
versality extends to all rational beings, as we have argued 
earlier, the notion of value alignment differs across contexts 
and thus alignment should take on local relevancy. What is 
uniquely crucial about LLMs, however, is that universality 
highlights the temporal as well as external nature of align-
ment. In this context, universality can be understood to mean 
consistent alignment with an independent framework of val-
ues over time. Thus, Kant’s perspective as applied to LLMs 
then implies the existence of an a priori moral framework 
that is independent or external to the model, such as the 
framework proposed by Kiesel et al. (2022), and persists 
across varying conditions (analogous to model inputs), in-
cluding multiple instances of a single identical scenario, as 
posited in this paper.  

Summary 
This paper, therefore, aims to develop a methodology for 
measuring the alignment between human values and LLM 
outputs through the following approaches: 
• Utilizing computational means that scales - This involves 

using established datasets and computational prompting 
techniques to generate value alignment metrics. 

• Incorporating established human value frameworks - This 
approach draws upon established frameworks of human 
values, enabling the identification of values that an LLM 
aligns with and those it lacks, providing a comprehensive 
assessment of the model’s value alignment. 

• Addressing inherent output variability - This includes in-
tegrating a framework that accounts for the inherent vari-
ability in LLM outputs and the concept of ‘Input-Output 
Value Alignment Consistency in AI.’  
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Methodology 

Determining GPT-3.5’s Human-AI Value Align-
ment 
This study will computationally analyze the English lan-
guage outputs of GPT-3.5 (model ID: gpt-3.5-turbo-1106) 
using OpenAI’s API at default settings to generate GPT-
3.5’s responses to alignment-relevant prompts. The default 
settings were used as these models frequently underlie pop-
ular end-user applications like ChatGPT. No attempt was 
made to alter model parameters (like temperature) to assess 
models as they would be experienced by end users. 

To develop alignment-relevant prompts, we utilized the 
Moral Stories dataset (Emelin et al. 2021), which is a crowd-
sourced scenario-based dataset comprising 12,000 struc-
tured narratives that describe both normative and norm-di-
vergent actions taken by individuals to accomplish certain 
intentions in concrete situations. The dataset consists of five 
types of information – norm, situation, intention, normative 
action, and divergent action.  While the norm, expressed as 
a guide or a stance on social conduct, was hidden from the 
model in order not to prime the model, the other four pieces 
of information were used to craft prompts. 

Below is an example from the Moral Stories dataset: 
• Norm: It’s kind to wait for people. 
• Situation: Josh drives Penelope to work every day and is 

hanging outside her house to pick her up, but there’s no 
sign of her. 

• Intention: Josh needs to get to work. 
• Moral Action: Josh continues to sit outside Penelope’s 

house until she walks out the door a few minutes later. 
• Immoral Action: Josh shrugs his shoulders and drives 

away to work after sitting around a moment. 
 The information from the dataset will then be structured 
into a prompt as follows: 
Listing 1: Prompt Template and Example  

(situation) Josh drives Penelope to work every day and is 
hanging outside her house to pick her up, but there's no 
sign of her. (intention) Josh needs to get to work. 

 
There are two potential actions: 
 
a) (normative action) Josh continues to sit outside Penel-
ope's house until she walks out the door a few minutes 
later. 
b) (divergent action) Josh shrugs his shoulders and 
drives away to work after sitting around a moment. 

 
Do you agree that action 'a' is more moral than action 'b'? 
Respond strictly only with a 1 if 'Yes' or 0 if 'No' 

Note: The types of information shown in parentheses are for illus-
trative purposes only and were not included in the actual prompts.   
 

In this instance, GPT-3.5 might respond with ‘1’, indicat-
ing yes. This would imply that GPT-3.5 aligns with the norm 
that “it’s kind to wait for people.”  This was then similarly 
repeated across the full 12,000 structured narratives in the 
Moral Stories dataset.  
 The corresponding norms were then mapped to a compre-
hensive human values taxonomy using a machine learning 
model developed by (Kiesel et al. 2022) into multiple hier-
archies of human values. The relationship between norms 
and values is many-to-many, where each norm can be 
mapped to more than one value and vice-versa. The re-
sponses for each value were then aggregated to determine 
the model’s overall alignment with each value, thereby de-
termining the model’s overall value profile. 

To ensure robust data collection, given the inherent vari-
ability of the model’s responses stemming from the under-
lying transformer architecture, each of the 12,000 structured 
narratives was prompted 100 times. The majority response 
was determined for each prompt, yielding a result of ‘1’ (in-
dicating alignment), ‘0’ (indicating non-alignment), or a text 
response. Although the model may have affirmed alignment 
or non-alignment through a text response instead of a 1 or 0 
as instructed, manually analyzing all textual responses to de-
termine whether the model expressed alignment linguisti-
cally is impractical and defeats the purpose of an automated 
means of establishing alignment. Moreover, applying an ad-
ditional layer of automated analysis using the same or a dif-
ferent model would further complicate the analysis and 
would not isolate responses solely attributable to the model 
in question. Therefore, a textual response was deemed as 
neither affirming nor denying alignment. The aggregated 
majority response then represents how consistent the model 
is overall in expressing its alignment. 

It is worth noting that the ‘Moral Stories’ dataset, while 
extensive, mainly reflects the perspectives of White, edu-
cated U.S. residents. This demographic bias restricts the da-
taset’s representativeness and applicability to global con-
texts. The results in this paper must be looked upon with this 
context in mind to avoid overgeneralizing the findings and 
to highlight the need for more culturally diverse datasets.  

Results 

GPT-3.5 Response Consistency 
The response consistency of GPT-3.5 across 12,000 
prompts derived from information within the Moral Stories 
dataset was assessed by analyzing the majority response 
over 100 repetitions per prompt and computing the associ-
ated percentage. For instance, if 95 out of 100 responses 
were ‘1’, indicating alignment, the output consistency is 
95%. This calculation is similarly applied if the majority re-
sponse is ‘0’ or categorized as ‘text response.’ The average  
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Figure 1: Histogram Showing the Distribution of the Num-
ber of Prompts by Consistency Percentage. The rightmost 
bar represents a bin consisting of values at exactly 100% 
and has been extended beyond the axis for visual clarity. 

Figure 2: Consistency Categories of GPT-3.5's Responses 
to Identical Prompts Crafted from the Moral Stories Da-

taset.  

response consistency of GPT-3.5 across all 12,000 prompts 
is 96.0%, with a variance of 1.1%. 

 A model’s response consistency can be further classified 
into four categories for ease of interpretation and applicabil-
ity, as shown in Table 1. These four categories represent 
ranges of consistency that can be used to guide the interpre-
tation of the variability of model outputs. The categories can 
be interpreted as attributes of the model-prompt interaction, 
the overall model, or response consistency across models for 
a specific prompt. For instance, if GPT-3.5 gives a 100% 
consistent response to a particular prompt, the response can 
be considered “reliably consistent,” while another model 
might be categorized differently for the same prompt. As 
Figure 2 shows, while GPT-3.5 can overall be categorized 
as largely reliable, only 84.3% of prompts were reliably or 
largely consistent, indicating significant variability in how 
the model responded for approximately 15.7% of prompts. 

 

Consistency 
Category 

Consistency 
Percentage 

Range 
Interpretation 

Reliably 
Consistent 

100% 
 

Responses are identical in 
all instances. Model 
demonstrates very high 
consistency, suggesting 
identical outcomes to re-
peated prompts. 

Largely 
Consistent 

Between 95% 
to less than 

100% 

Inspired by alpha values 
often used in statistics. Re-
sponses are identical 95 to 
99 times out of 100. Re-
flects high consistency 
with minor variability. 
Suitable for applications 
requiring high con-
sistency, while accounting 
for variations under 5%. 

Moderately 
Consistent 

Between 50% 
to less than 

95% 

Responses show signifi-
cant variability. Applica-
tions should take this into 
account by averaging re-
sponses over a large sam-
ple to enhance con-
sistency. 

Not 
Consistent 

Less than 50% Fails to achieve a majority 
response, making it unreli-
able for characterizing 
model behavior in con-
sistent terms. 

Table 1: Consistency Categorization in a Language 
Model’s Response to Identical Prompts. 

GPT-3.5 Norm Alignment 
Table 2 shows the distribution of GPT-3.5’s alignment with 
the 12,000 norms in the Moral Stories dataset across various 
consistency categories. The majority of norms (69.1%) were 
both aligned and reliably consistent, with GPT-3.5 returning 
aligned responses for these prompts in all 100 trials. 
This observation indicates that for the majority of moral 
norms in the Moral Stories dataset, GPT-3.5 demonstrates a 
reliably consistent alignment. Furthermore, a substantial 
proportion of norms (12.7%) were aligned and largely con-
sistent, underscoring the model’s overall consistency.  
 

 Aligned Not Aligned Text 
Response 

Reliably 
Consistent 

8288 
(69.1%) 

37 
(0.3%) 

0 
(0.0%) 

Largely 
Consistent 

1523 
(12.7%) 

258 
(2.2%) 

13 
(0.1%) 

Moderately 
Consistent 

881 
(7.3%) 

863 
(7.2%) 

75 
(0.6%) 

Not Consistent 62 

Table 2: GPT-3.5’s Alignment to Norms in the Moral Sto-
ries Dataset across Different Consistency Categories 

30% 40% 50% 60% 70% 80% 90% 95%100%

Fr
eq
ue
nc
y

1000

2000

3000

4000

5000

6000

7000

8000

Percentage

0

Largely Consistent: 
1794 (14.95%)

Moderately 
Consistent: 1819 

(15.16%)

Not Consistent: 62 
(0.52%)

Reliably 
Consistent: 8325 

(69.38%)
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 Aligned Not Aligned Text 
Response 

Reliably 
Consistent  

You 
shouldn’t 
practice 
reckless 
driving. 

It’s good to 
surprise 
people for 
their 
birthdays 

NA 

Largely 
Consistent  

It’s 
unseemly to 
talk about 
politics with 
patients. 

It’s good to 
go out and 
socialize 

It’s  
commendable 
to have frank 
discussions 
about human 
sexuality. 

Moderately 
Consistent  

It’s good to 
ask 
neighbors 
for help. 

It’s good to 
eat with other 
people. 

You 
shouldn’t flirt 
with 
coworkers. 

Not 
Consistent 

It is wrong to waste company time. 

Table 3: Examples of Norms across Consistency Catego-
ries and Types of Responses 

Conversely, a very small percentage (0.3%) of norms 
were found to be both reliably consistent and not aligned, 
while 2.2% were largely consistent and not aligned. These 
represent norms that GPT-3.5 consistently fails to align 
with, suggesting that the model does not express such 
norms. Additionally, 0.1% of prompts return text responses 
consistently despite explicit instructions to return a ‘1’ or 
‘0’. These prompts represent instances where the model 
consistently failed to respond to the prompt appropriately. 

A significant proportion (15.2%) of prompts returned 
only moderately consistent responses across the three re-
sponse types, with a fairly even split between aligned and 
not aligned. For prompts in this category, users will need to 
collect a sufficiently large sample of responses to accurately 
characterize the model’s typical response. Otherwise, with 
an insufficient sample size, users might erroneously con-
clude that the model is aligned or not aligned when it is 
simply expressing variability in its responses. 

Prompts that cannot garner a majority response of any 
type (for example, a split of 40%, 30%, and 30% across all 
three types of responses) were labeled as ‘Not Consistent.’  
 While it is possible to divide prompts in this category ac-
cording to the response type with the largest frequency, we 
argue that the model’s response cannot be characterized if 
no response type exceeds a consistency percentage of 50%. 
 Analyzing consistency categories across response types, 
most aligned prompts also belonged to the reliably con-
sistent category. This suggests that when the model is 
aligned, they are also reliably consistent, possibly indicating 
a level of certainty or confidence. However, a significant 
percentage of not-aligned prompts fall into the moderately 
consistent category, implying that when the model is not 
aligned, they also exhibit uncertainty.  

 Aligned Not 
Aligned 

Text 
Response 

Reliably 
Consistent  69.1%  

 
 

18.2% 
  

Largely 
Consistent  12.7% 

Moderately 
Consistent  

 

Not Consistent   

Table 4: Percentages in the ‘Desirable’ (light grey) vs ‘Un-
desirable’ (white) Categories. The combined percentages 
in the desirable categories (69.1% + 12.7% = 81.8%) can 
function as a human-AI value alignment metric that ac-

counts for both alignment and consistency.  

As highlighted in Table 4, prompts that are both aligned 
and reliably consistent are the most desirable, particularly 
because they represent values that do not require further 
checking or intervention. For GPT-3.5, this constitutes only 
69.1% of norms in the Moral Stories dataset. Expanding the 
definition of ‘desirable’ to include aligned prompts that are 
largely consistent increases this percentage to 81.8%, leav-
ing 18.2% of norms in the ‘undesirable’ category. Although 
an argument can be made that aligned and moderately con-
sistent responses can be considered desirable, the presence 
of significant variability in responses complicates this deci-
sion. 

Classifying Norms into Higher Order Values 
While an aggregate metric across the Moral Stories dataset 
might provide an insight into the model’s alignment with the 
dataset, a theoretic argument must still be made if one were 
to claim alignment with the general idea of human values 
itself. A model’s value profile grounded in a comprehensive 
cross-cultural taxonomy with an accompanying classifier, 
such as by Kiesel et al. (2022), could be incorporated within 
a general human-AI value alignment benchmark. The clas-
sifier model categorized norms into four levels of taxonomy, 
with the first level comprising 54 human values, while level 
2, one level higher in abstraction, contains 20 value catego-
ries. 
The classification of norms within the Moral Stories dataset 
reveals an unbalanced distribution among the primary value 
categories. Notably, a substantial portion of the norms, ac-
counting for 39.0%, could not be assigned to any category. 
Additionally, out of 54 categories, 31 had less than 100 
norms each, and 13 categories had no norms assigned to 
them. This disparity presents difficulties in forming a com-
plete profile of value alignment. To ensure robust results, 
Table 5 presents the human-AI value alignment metric for 
Level 1 values with at least 100 norms. When evaluated with 
a higher abstraction value taxonomy, the human-AI value 
alignment metric can provide a strategic overview that ena-
bles developers to prioritize and direct their alignment  

1069



Level 1 Values 
(Kiesel et al. 2022) 

Number of 
Norms 

Human-AI value 
alignment metric 
(Overall - 81.8%) 

Have a sense of 
belonging 729 69.7% 

Be capable 118 77.1% 
Be loving 476 77.3% 
Have the own family 
secured 829 79.3% 

Be responsible 353 79.9% 
Have success 136 80.1% 
Have a comfortable life 1160 81.2% 
Have freedom of 
thought 178 81.5% 

Have wealth 191 82.7% 
Be respecting traditions 554 83.9% 
Have an objective view 139 84.9% 
Have good health 435 85.1% 
Be compliant 670 85.1% 
Have a safe country 290 85.2% 
Be behaving properly 2180 86.2% 
Have a stable society 145 86.2% 
Have freedom of action 182 86.8% 
Have harmony with 
nature 320 87.2% 

Be protecting the 
environment 119 87.4% 

Be helpful 619 87.7% 
Have equality 250 88.0% 
Be just 781 90.0% 
Be polite 235 92.3% 

Table 5: Human-AI Value Alignment Metric for Level 1 

efforts more effectively. By aggregating the values into 
broader categories, this approach reduces the granularity 
that characterizes the norm level, thereby simplifying the 
identification of key areas where the model demonstrates 
substantial misalignments. Specifically, values such as 
‘Have a sense of belonging,’ ‘Be capable,’ ‘Be loving,’ 
‘Have the own family secured,’ and ‘Be responsible’—
which are among those with the lowest scores—indicate 
where enhancements are most urgently needed. This aggre-
gated view facilitates a more focused and manageable ap-
proach to improving alignment, allowing developers to con-
centrate on broad value groups rather than individual, de-
tailed norms. 
 Level 2 Categorization (Value Category) displayed in Ta-
ble 6 showed more robust results, with only 1 out of the 20 
value categories having less than 100 norms. With only one 
underrepresented value category at level 2, we can present a 
fuller picture of alignment which leads to a comprehensive 
latent value profile for GPT-3.5. Certain value categories, 
such as ‘hedonism’ and ‘stimulation,’ exhibit significantly 
lower alignment metrics compared to the overall model, 
which could potentially point to areas for improvement. 

Level 2 Value Categories  
(Kiesel et al. 2022) 

Number 
of Norms 

Human-AI value 
alignment metric 
(Overall - 81.8%) 

Hedonism 245 51.8% 
Stimulation 320 55.9% 
Self-direction: thought 149 73.8% 
Achievement 707 75.7% 
Face 325 78.8% 
Security: personal 2521 79.5% 
Universalism: objectivity 247 80.2% 
Power: resources 237 80.2% 
Benevolence: dependabil-
ity 1076 80.7% 

Humility 230 80.9% 
Self-direction: action 2091 81.0% 
Tradition 630 81.1% 
Benevolence: caring 3851 81.5% 
Conformity: rules 3217 83.8% 
Security: societal 265 84.2% 
Universalism: tolerance 331 84.3% 
Universalism: nature 442 84.6% 
Universalism: concern 681 88.7% 
Conformity: interpersonal 470 89.4% 

Table 6: Human-AI Value Alignment Metric for Level 2 

On the other hand, value categories with higher alignment 
metric values like ‘conformity: rules’ and ‘benevolence: 
caring’ could still be at an insufficient level for developers 
who may prefer even tighter alignment, especially if their 
use cases require it. Similar to level 1, when evaluated at a 
higher abstraction of values, the latent value profile offers a 
strategic overview that enables developers to prioritize and 
direct their alignment efforts more effectively. 

Discussion 

GPT-3.5’s Consistency and Value Alignment 
GPT-3.5 is aligned with the majority of the 12,000 norms 
from the Moral Stories dataset, which likely reflects the 
broad-based nature of its training data, aligning it with most 
human values. However, where the norms are not aligned 
are equally intriguing as they point to potential areas for fur-
ther alignment.  

Additionally, the norms that lack consistency are note-
worthy, as one might expect identical responses to identical 
prompts. However, this paper shows that many prompts do 
not exhibit reliable consistency, leading to variable outputs, 
a particularly noteworthy insight given that the prompts are 
multiple-choice. 

For norms where reliable consistency (100% consistency) 
was observed, model developers might not need to inter-
vene, as it can be reasonably assumed that the model will 
consistently produce aligned outputs for the same prompts. 
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Conversely, for values demonstrating less reliable con-
sistency, particularly in high-impact situations like 
healthcare, it becomes crucial for developers to devise strat-
egies to address these inconsistencies. Such strategies might 
include less intrusive measures like developing supplemen-
tary models that identify and filter out misaligned outputs 
before they reach users. Alternatively, calculating the aver-
age output over a large sample size may help identify a pre-
dominantly aligned response. These measures are imple-
mented as an additional layer external to the model to ana-
lyze its responses for alignment. However, in cases where 
no consistent response is achieved, more significant inter-
ventions could be necessary. This may involve directly 
changing the model through fine-tuning with specialized da-
tasets to ensure alignment or redeveloping the model after 
sanitizing the training data to ensure that any data negatively 
influencing value alignment is excluded. 

From Value Alignment to Understanding Model 
Behavior 
By making human-value alignment transparent, the latent 
values of GPT-3.5 can be benchmarked, revealing areas 
where the model aligns well with human norms and identi-
fying deficiencies for improvement in future iterations. Ad-
ditionally, determining value alignment may offer insights 
into potential applications for models within decision-mak-
ing systems. For instance, the norm “you shouldn’t practice 
reckless driving” received a rating indicating both alignment 
and reliable consistency, suggesting the potential utility of 
GPT-3.5 in transportation, possibly in hybrid systems aug-
menting human drivers or in autonomous vehicles. Con-
versely, GPT-3.5 demonstrated consistent non-alignment 
with the norm “It’s good to go out and socialize,” suggesting 
it may be less suitable for applications requiring social in-
teraction. Essentially, this process of “interviewing” lan-
guage models serves to increase the transparency and ex-
plainability of an entity typically seen as a black box. 

Furthermore, the aggregation of 12,000 norms against a 
cross-cultural taxonomy of human values facilitates a com-
prehensive assessment of alignment with more abstract hu-
man values. This high-level monitoring, which provides an 
overview of broad areas of human values, is particularly val-
uable in contexts where specific norms are less critical and 
a general assessment of value alignment is more practical. 
More importantly, evaluating models against a taxonomy 
that is not only employed cross-culturally but also derived 
from literature enhances the comprehensiveness of the 
alignment assessment, ensuring that our understanding of 
the model’s behavior encompasses critical aspects of human 
values. 

While not conducted in this paper, the implementation of 
similar measures across different language models naturally 
facilitates comparative analyses, enabling the identification 

of foundational models most closely aligned with human 
values. It’s important to note that the analysis presented here 
operates across multiple levels of abstraction, thereby ena-
bling evaluations of models at varying degrees of specific-
ity. This approach not only allows for general or specific 
comparisons among language models to determine their ap-
propriateness for diverse applications but also supports the 
comparison of successive fine-tuned iterations during devel-
opment. Such comparisons could be used to verify that the 
fine-tuning process is on track and has not introduced any 
deviations from intended alignments. 

Determining a model’s value alignment profile and its 
consistency is crucial for enhancing the transparency and 
explainability of AI models. This enhanced clarity not only 
deepens our understanding of the model but also has signif-
icant practical implications by clarifying potential impacts 
on model behavior. Benchmarking alignment thus serves as 
an essential tool for penetrating the black box, illuminating 
the internal mechanics of these models. In doing so, it facil-
itates their effective integration into real-world applications, 
thereby ensuring the ethical deployment of AI. 

Who Bears Responsibility for Value Alignment? 
The question of who is responsible for value alignment, as 
well as broader questions pertaining to responsible AI and 
AI governance, is a multifaceted issue examined by multiple 
parties within the AI ecosystem. Jobin et al. (2019) noted AI 
ethics guidelines from stakeholders like international bod-
ies, regulatory agencies, and industry players. However, 
while developers may be seen as uniquely accountable due 
to their technical expertise and foundational role in model 
development, as we have explored in this paper, the concept 
of ‘value alignment’—particularly in defining and under-
standing its relevance to specific contexts—demands a 
broader range of expertise beyond the AI technical domain. 
This perspective is echoed by Gabriel (2020), who noted 
that “normative and technical aspects of the AI alignment 
problem are interrelated, creating space for productive en-
gagement between people working in both domains.” 

Similarly, in a roundtable convened by AI Singapore on 
the allocation of responsibility for AI systems, stakeholders 
from academia, industry, and government identified several 
key parties responsible for AI systems: developers, deploy-
ers, users, governments, and academic institutions. The re-
port highlighted solutions that extend beyond technical 
measures, encompassing market-driven approaches, legal 
instruments such as contracts, and regulatory frameworks 
(AI Singapore 2023). This broader perspective raises further 
questions on the role measuring value alignment can play 
within the larger AI ecosystem, such as who should deter-
mine alignment and whether the insights obtained from de-
termining alignment are sufficiently actionable. Therefore, 
the question of responsibility for value alignment cannot be 
looked at technically in isolation.  
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Limitations and Future Research 
 
Generalizability Limitations 
It is crucial to acknowledge that the findings from this study 
cannot be generalized to other models, including those with 
similar architectures, such as GPT-4. Responses from mod-
els may vary significantly due to factors such as fine-tuning 
or differing training datasets. The diverse landscape of 
LLMs thus necessitates individualized studies for each 
model, where the analysis should not only include establish-
ing a human-AI value alignment metric but also establishing 
the latent value profile suitable to the relevant local context.  
 
Limitations of Sample Size in Determining Consistency 
This study utilized a sample size of 100, where 69.1% of 
norms from the Moral Stories dataset exhibited a reliably 
consistent alignment (i.e., achieving 100% consistency). 
However, as the underlying architecture of the model is still 
probabilistic in nature, variability in responses remains an 
inherent possibility. In line with statistical best practices, in-
creasing the sample size can increase the confidence level 
and reduce the margin of error. Therefore, when deploying 
language models in specialized sectors, such as manufactur-
ing or medicine, adherence to established industry-specific 
guidelines is recommended. Future research could thus em-
ploy the methodology introduced here to assess value align-
ment under varying sector-specific guidelines. 
 
Limitations of the Dataset and Classification Model 
Classifying the model into the values and categories by Kie-
sel et al. (2022) showed that the Moral Stories dataset does 
not have even representation across all values, in particular 
at Level 1. Thus, more research is needed to develop da-
tasets across all values in order to be able to generate a more 
comprehensive value alignment profile. Furthermore, we 
acknowledge that the model might not be developed specif-
ically to classify norms. Further research could thus develop 
classification models that specifically cater to classifying 
norms into more abstract value categories. 

In addition, although the Moral Stories dataset encom-
passes over 12,000 structured narratives corresponding to an 
equal number of norms, it was not designed for cross-cul-
tural analysis. As noted by Emelin et al. (2021), the dataset 
predominantly reflects the perspectives of White, educated 
U.S. residents, potentially coloring the norms with experi-
ences specific to this demographic. This raises two potential 
limitations: Firstly, different groups of people might express 
different stances on norms, and secondly, there are addi-
tional pertinent norms that were not included. Thus, it is 
plausible that each local context might require a tailored ver-
sion of the Moral Stories dataset to accurately reflect its 
unique normative standards. Consequently, the analysis of 
value alignment should be conducted not only for individual 
models but for each relevant cultural grouping as well. 

Conclusion 
Surfacing the latent value profiles of LLMs offers a glimpse 
into the 'black box' of AI in an effort to uncover the drivers 
of its behavior. Assessing human-AI value alignment is thus 
essentially an exercise in explainability, where an attribute 
of a model is inferred through the analysis of model outputs. 
However, as we have demonstrated, value alignment also 
encompasses determining the consistency of the model's 
alignment. This dual nature of alignment was illustrated 
through the employment of repeated identical prompts that 
reflect human norms, where we have shown that identical 
prompts do not always elicit the same responses, thereby 
highlighting the inherent variability in model outputs.  

We have proposed a framework that categorizes con-
sistency into four practical levels for developers. GPT-3.5, 
for example, exhibits an overall consistency of 96.0%, clas-
sifying it as ‘largely consistent.’ However, analyzing its 
alignment in tandem with consistency yields an overall hu-
man-AI value alignment metric of 81.8%. Additionally, this 
study has classified norms from the Moral Stories dataset 
into broader abstract values, enabling developers to identify 
and prioritize areas for enhancement. While this does not di-
rectly facilitate the design of interventions, it highlights po-
tential areas for improvement. Developers can leverage this 
insight to implement measures such as fine-tuning with ad-
ditional data to further enhance alignment. 

Ultimately, understanding a model’s value alignment 
means understanding its behavior. This, in turn, informs its 
applicability. Further research is essential to develop diverse 
datasets and classification models for assessing human-AI 
value alignment, but it is our hope that this paper serves as 
an initial step in illustrating how human-AI value alignment 
can be quantitatively assessed in a way that accommodates 
the intrinsic nature of both humans and AI. 

Appendices 

Underrepresented Values 
Level 1 
Be ambitious, Be broadminded, Be choosing own goals, Be 
courageous, Be creative, Be curious, Be daring, Be forgiv-
ing, Be holding religious faith, Be honest, Be honoring el-
ders, Be humble, Be independent, Be intellectual, Be logi-
cal, Be neat and tidy, Be self-disciplined, Have a good rep-
utation, Have a varied life, Have a world at peace, Have a 
world of beauty, Have an exciting life, Have influence, Have 
life accepted as is, Have loyalty towards friends, Have no 
debts, Have pleasure, Have privacy, Have social recogni-
tion, Have the right to command, Have the wisdom to accept 
others 
 
Level 2 
Power: dominance 
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