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Introduction

The Conference of the North American Chapter of the As-
sociation for Computational Linguistics: Human Language
Technology (NAACL HLT) is a premier conference report-
ing outstanding research on human language technology.
NAACL HLT 2015 set a new record with over seven hun-
dred submissions and close to one thousand participants.
The program covered a broad range of topic areas orga-
nized into eighteen tracks (Mihalcea, Chai, and Sarkar 2015)
that included different levels of language processing (e.g.,
phonology, morphology, syntax, semantics, discourse and
pragmatics) and their applications in information extraction
and question answering, information retrieval, generation
and summarization, machine translation, sentiment analy-
sis, text categorization and topic modeling, and dialog and
interactive systems. It also had special tracks devoted to lan-
guage resources and evaluations, spoken language process-
ing, linguistic and psycholinguistic aspects of Natural Lan-
guage Processing (NLP), and machine learning for NLP.

Emerging Research Areas

In this section we give a brief overview on two emerging
research areas at NAACL HLT 2015.

Language and Vision

A new track on language and vision was introduced for the
first time at NAACL HLT 2015 with an intent to broaden
NLP research that is situated in a rich visual and perceptual
context. This topic area has received significant attention in
our community in the past few years. The keynote talk by
Prof. Fei-Fei Li from Stanford University highlighted the
importance of language in the quest for visual intelligence
and motivated interdisciplinary research in this area. Most
contributions in this track centered around the following two
research problems:

Alignment between Language Instructions and Video Seg-
ments. This task involves aligning natural language descrip-
tions to the corresponding video segments. An approach
based on HMM, together with a deep convolutional neu-
ral network (CNN) classifier for food detection, was devel-
oped and evaluated in a cooking domain (Malmaud et al.
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2015). Several discriminative models with latent variables
were also explored to learn better alignment models in a wet-
lab experiment domain (Naim et al. 2015). As alignment is
often the first step in many problems involving language and
vision, these approaches and empirical results provide im-
portant baselines for future work on this topic.

Video/Image to Text Generation. Watching a video and de-
scribing what happens in the video may be an easy task
for humans, but it is extremely challenging for computer
systems. To help focus on language grounding without be-
ing distracted by the noise from object recognition in real
images, Ortiz and co-authors applied abstract scenes for
text generation (Gilberto Mateos Ortiz, Wolff, and Lapata
2015). The results provide better understanding of the chal-
lenges and requirements for text generation from real im-
ages. Venugopalan and colleagues presented an approach
based on deep recurrent neural networks to generate lan-
guage descriptions from open-domain videos with large vo-
cabularies (Venugopalan et al. 2015). They have incorpo-
rated models learned from a large scale image data to the
video domain and resulted in state-of-the-art performance
on a benchmark dataset for video to text generation.

NLP for Web, Social Media and Social Sciences

NLP has had an increasingly relevant role in the humanities
and social sciences. On the one hand, models of language
processing can be used to uncover social dynamics; and on
the other hand, large amounts of data available on the web
and social media can be used to discover characteristics of
language use. The keynote talk by Prof. Lillian Lee from
Cornell University highlighted the effect of language use
and showed NLP can lead to interesting insights into top-
ics in sociolinguistics and the social sciences such as what
makes a memorable phrase, or how different sides of a de-
bate frame the issue through language use. Framing was also
explored in several papers in the main program (Baumer et
al. 2015; Guerini, Özbal, and Strapparava 2015).

Krishnan and Eisenstein (Krishnan and Eisenstein 2015)
presented an unsupervised approach to learn signed social
networks, in which edges between individuals are annotated
with information about the nature of the relationship by ex-
ploiting language, in particular by looking at address terms
such as dude or Mr. This work provided a unification of un-
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supervised learning models from NLP with social network
analysis models from the social sciences and received one
of the two best student paper awards at the conference.

Social media provides massive amounts of data, and also
provides opportunities for new NLP tasks, e.g. inferring po-
litical orientation from language use (Mohammady Arde-
haly and Culotta 2015), or learning response generation
from Twitter conversations (Sordoni et al. 2015).

Trends in Methodology

Distributional Semantic Models

Distributional approaches model semantics of linguistic
items based on the Distributional Hypothesis that words that
are used in the same context tend to have similar meanings.
These approaches have received increasing attention in re-
cent years as they provide a flexible and scalable means to
model inductive learning for word meanings. Several novel
contributions on distributional models have been presented
at the conference, for example, examining semantic com-
position (Fyshe et al. 2015), addressing verbs with mul-
tiple senses (Greenberg, Sayeed, and Demberg 2015), en-
riching word vectors with visual features (Lazaridou, Pham,
and Baroni 2015), and using substitutes to represent target
words (Melamud, Dagan, and Goldberger 2015).

Faruqui et. al. developed a new method for incorporating
information from semantic resources (e.g., WordNet) into
distributional models (Faruqui et al. 2015). Instead of using
a joint training objective to incorporate taxonomic semantic
knowledge and train distributional word vectors, this work
proposes “retrofitting” that adapts the trained vectors post
hoc. The results have shown the method is more effective
than joint training across a number of common tasks. Since
retrofitting can be applied to any word vectors, this work is
very promising and has received one of the two best student
paper awards at the conference.

Beyond modeling word semantics, Soricut and Och have
applied a distributional approach to learn morphological
transformation rules (Soricut and Och 2015). It accounts
for the semantic relations that exist between words belong-
ing to the same morphological family and utilizes trans-
forms between related word forms in a word embedding
space to induce morphological relations. The evaluations of
this method have shown significant improvements across six
different languages. This work has received the best paper
award at the conference.

Deep Neural Networks

We have also observed an increasing interest in applying
deep neural networks (NNs) to many diverse NLP tasks
such as document categorization (Johnson and Zhang 2015),
video-to-text generation (Venugopalan et al. 2015), word
sense disambiguation (Taghipour and Ng 2015), paraphrase
identification (Yin and Schütze 2015; Zhao, Hassan, and
Auli 2015),and learning response generation from Twitter
conversations (Sordoni et al. 2015), etc. Effective discrim-
inative training of NNs was also a focus, with multi-task
learning as one of the approaches (Liu et al. 2015).

Deep neural networks have also been very influential in
machine translation (MT). Several papers in this area contin-
ued the trend of using NNs and continuous representations
in MT to model larger bilingual contexts (Xing et al. 2015)
and using NNs for preordering the source to minimize is-
sues with diverse word order between source and target in
MT (de Gispert, Iglesias, and Byrne 2015).

NLP Tools

NAACL HLT 2015 has also featured over thirty demos (Ger-
ber, Havasi, and Lacatusu 2015) where researchers demon-
strated latest development of integrated systems and NLP
tools. In particular, several tools addressing semantic and
discourse processing have been introduced.

Abstract Meaning Representation (AMR) is a semantic
representation language which intends to assign the same
graph representation to capture the semantics from sen-
tences with the same basic meaning. This representation
has received increasing attention in the NLP community
because of its simplicity and expressive power. Vander-
wende and colleagues (Vanderwende, Menezes, and Quirk
2015) have demonstrated a parser that can generate AMR
not only for English sentences, but also for sentences in
French, German, Spanish and Japanese where AMR an-
notations are not available. A visualization tool is intro-
duced by Saphra and Lopez (Saphra and Lopez 2015) which
will allow developers to better explore AMR annotations
for cross-language alignments. Beyond semantic processing,
Surdeanu and colleagues demonstrated two open-source dis-
course parsers for Rhetorical Structure Theory (Surdeanu,
Hicks, and Valenzuela-Escarcega 2015) from text.

Conclusion

NLP has grown into one of the most exciting and diverse
community of researchers, with an ever increasing num-
ber of researchers, many big and small companies working
in this field, and a vibrant community of learners eager to
get prepared to take on some of the fun and exciting chal-
lenges in the field. NAACL HLT 2015 was a testimony to
the vibrancy and vitality of the field. We have seen several
emerging trends in the field, addressing research at the in-
tersection of language and vision, computational social sci-
ences, and work that take advantage of the recent advances
in distributional semantic models and deep learning. Details
of the activities at the conference venue including papers
grouped by topic are archived on the conference web page:
http://naacl.org/naacl-hlt-2015.

We are only able to give a few examples here. Many in-
teresting and novel contributions were featured at the con-
ference. We encourage the reader to visit the ACL Anthol-
ogy (http://www.aclweb.org/anthology/N15-1) which contains
an open-access repository of the NAACL HLT 2015 pro-
gram. The ACL Anthology (http://aclweb.org/anthology/) con-
tains all of the journals, conferences and workshops in NLP
since 1965.
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