
Mining User Interests from Personal Photos

Pengtao Xie, Yulong Pei, Yuan Xie and Eric Xing
{pengtaox,epxing}@cs.cmu.edu,{yulongp, yxie1}@andrew.cmu.edu

School of Computer Science, Carnegie Mellon University
5000 Forbes Ave, Pittsburgh, PA 15213

Abstract

Personal photos are enjoying explosive growth with the
popularity of photo-taking devices and social media.
The vast amount of online photos largely exhibit users’
interests, emotion and opinions. Mining user interests
from personal photos can boost a number of utilities,
such as advertising, interest based community detection
and photo recommendation. In this paper, we study the
problem of user interests mining from personal photos.
We propose a User Image Latent Space Model to jointly
model user interests and image contents. User interests
are modeled as latent factors and each user is assumed
to have a distribution over them. By inferring the latent
factors and users’ distributions, we can discover what
the users are interested in. We model image contents
with a four-level hierarchical structure where the layers
correspond to themes, semantic regions, visual words
and pixels respectively. Users’ latent interests are em-
bedded in the theme layer. Given image contents, users’
interests can be discovered by doing posterior inference.
We use variational inference to approximate the pos-
teriors of latent variables and learn model parameters.
Experiments on 180K Flickr photos demonstrate the ef-
fectiveness of our model.

Introduction
With the prosperity of photo-taking devices such as digital
cameras and smart phones, people habitually take photos to
record interesting stuff and memorable events in their daily
life. Everyday, millions of photos are uploaded to photo
sharing social networks, like Flickr, Pinterest and Instagram.
Personal photos reveal people’s interests explicitly or im-
plicitly. For instance, people loving pets tend to shoot a lot
of dog and cat images and share them on social media. Peo-
ple enjoying food frequently populate their online albums
with various food images. Figure 1(a) shows photos of four
Flickr users. Browsing these photos, we can easily figure out
that the first user likes cars, the second user is fond of flow-
ers, the third user loves football and the fourth user enjoys
food. A picture is worth a thousand words. Compared with
texts, images are more natural to express users’ interests and
emotion. Mining users’ interests from their personal photos
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Figure 1: (a) Personal photos of four Flickr users. These pho-
tos clearly exhibit what these users show interest in. For ex-
ample, from these photos, we can conjecture that the first
user loves cars and the second user is fond of flowers. (b)
Each user has a distribution over latent user interests. By
identifying these distributions, we can discover users’ inter-
ests. For instance, from the learned distributions, we can see
that the man likes tiger and tree, but shows little interest in
car. The woman loves car and is indifferent to tiger and tree.
(c) We assume image contents are generated from latent in-
terests. For example, the first image is more likely to be gen-
erated from tiger and tree interests while the second image
is likely to be generated from car and tree.

can boost a number of utilities, such as advertising, inter-
est based community detection, photo recommendation, to
name a few. Taking Figure 1(a) as an example, if we can
discover the personal interests of the four users from their
albums, we can display car ads to the first user, recommend
users who also like flowers to the second user, recommend
sports news to the third user and recommend popular food
to the fourth user.

While a lot of works have been devoted to mining users’
interest from texts, links, click data and social informa-
tion (Qiu and Cho 2006; Li et al. 2008; White, Bailey,
and Chen 2009; Wen and Lin 2010; Kim et al. 2012;
Hong, Doumith, and Davison 2013; Wang et al. 2013), im-
age based user interests mining is largely unexplored. Feng
and Qian (Feng and Qian 2013; 2014), Wang et al (Wang et
al. 2009) leveraged both personal photos and their associated
textual information such as tags and comments to discover
users’ interest. Their methods are not applicable if the texts
data are absent.

In this paper, we build a model which can mine users’
interests directly from their personal photos and does not
reply on any text information. We propose a User Image La-
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tent Space Model to jointly model user interests and image
contents. User interests are modeled as latent factors. Each
user has a distribution over these latent interests. For ex-
ample, in Figure 1(b), there exist three interests: car, tiger
and tree. The first user likes tiger and tree a lot, thereby, has
high probabilities over tiger and tree. The second user loves
car, hence, has high probabilities over car. If these latent in-
terests and users’ distributions over them can be identified,
we can discover what the users are interested in. We learn
these latent interests from users’ personal photos by defin-
ing a probabilistic generative model where image contents
are generated from users’ interests. For example, in Figure
1(c), the first image is likely to be generated from two latent
factors: tiger and tree; the second image is likely to be gener-
ated from car and tree. In the image model, image content is
organized into a four-level hierarchical structure: themes, se-
mantic regions, visual words and pixels. To incorporate the
spatial coherence of neighboring pixels, we define Markov
Random Field on latent layers to encourage nearby pixels
to share the same label. We use variational inference to ap-
proximate the posteriors of latent variables and learn model
parameters.

The major contribution of this paper is summarized as fol-
lows:
• We propose a latent space model which can directly mine

users’ interest from personal photos, without any require-
ment of text information.

• We evaluate our model on 180K Flickr photos. Qualitative
and quantitative analysis both demonstrate the effective-
ness of our methods.
The rest of the paper is organized as follows. Section 2

reviews related work. In Section 3, we introduce the model
and inference technique. Section 4 presents experimental re-
sults and Section 5 concludes the paper.

Related Works
Many works have been proposed to mine user interests. Qiu
and Cho (Qiu and Cho 2006) detected user interests from
their past search histories. Li et al (Li et al. 2008) tried to
mine user interests from the locations they visited. White
et al (White, Bailey, and Chen 2009) propose to model
user interests based on contextual information including so-
cial, historic, task, collection, and user interaction. Wang et
al (Wang et al. 2013), Wen and Lin (Wen and Lin 2010)
proposed to infer user interests from users’ social connec-
tions and interactions. Kim et al (Kim et al. 2012) char-
acterized user interests by reading level and topic distri-
butions. Hong et al (Hong, Doumith, and Davison 2013)
modeled users’ interests by analyzing information gathered
from Twitter, such as tweets, hash tags, followers. All of
these works focus on texts, links, clicks, meta data and so-
cial clues. Personal photos, as a crucial medium to con-
vey user interests, have been largely ignored nevertheless.
Wang et al (Wang et al. 2009) investigated photo based inter-
est mining. However, they use standalone image annotation
tools to transform images into textual tags and subsequently
extract interests from tags. Thereby, this work is essen-
tially still text based. Feng and Qian (Feng and Qian 2013;

2014) leveraged personal photos and their associated texts
such as photo tags and comments to mine users’ interests.
These methods rely heavily on textual information and are
not applicable when the side texts are absent. Our method
directly mines users’ interests from images and does not re-
quire the presence of any textual information.

Our work is also closely related with image modeling
(Fei-Fei and Perona 2005; Sivic et al. 2005; Russell et al.
2006; Cao and Fei-Fei 2007; Verbeek and Triggs 2007;
Niebles, Wang, and Fei-Fei 2008; Zhao, Fei-Fei, and Xing
2010). Fei-Fei and Perona (Fei-Fei and Perona 2005) pro-
posed a Bayesian hierarchical model for learning natural
scene categories. Niebles et al (Niebles, Wang, and Fei-
Fei 2008), Russell et al (Russell et al. 2006), Sivic et al
(Sivic et al. 2005) used probabilistic latent semantic analy-
sis (pLSA) (Hofmann 1999) and Latent Dirichlet Allocation
(LDA) (Blei, Ng, and Jordan 2003) to learn action categories
and detect object categories. Cao and Fei-Fei (Cao and Fei-
Fei 2007) proposed a spatially coherent latent topic model
which enforces spatial coherency by assigning only one sin-
gle latent topic to all patches in each image region. Verbeek
and Triggs (Verbeek and Triggs 2007), Zhao et al (Zhao,
Fei-Fei, and Xing 2010) combined topic models (Hofmann
1999; Blei, Ng, and Jordan 2003) with Markov Random
Field to do region classification and image segmentation.
A common property of all the above mentioned models is
that image contents are assumed to be generated from some
latent factors and high-level semantic information is to be
discovered by inferring the latent factors. Our model is de-
vised in the same spirit, but with a deep structure, which
covers high level semantic information and low level visual
information. Deep learning models (Le et al. 2012) is able to
learn deep hierarchical representations of images, however,
they lack the flexibility to incorporate side information such
as users or to incorporate the spatial coherence of pixels. Our
model is the first one simultaneously modeling users and im-
ages, with the goal to discover user interests.

Model
We propose a User Image Latent Space Model (UILSM) to
jointly model user interests and image contents. By inferring
the latent variables of this model, we can discover users’ in-
terests. We use variational inference to approximate the pos-
teriors of latent variables and learn model parameters. In this
section, we first describe how to model images, then based
on that, we propose the User Image Latent Space Model.

Image Modeling
Image content can be organized into a four-level hierarchical
structure: themes, semantic regions, visual words and pix-
els, from top to bottom. Themes and semantic regions are
high-level information units while visual words and pixels
are low-level information units. Themes (or topics) reflect
the central semantics of an image, such as football game,
party, campus and so on. For example, the photo in Figure 2
contains two themes: picnic and nature. A semantic region is
a set of connected pixels which depict a meaningful concept.
It can be a scene region (e.g., sky, ocean) or an object (e.g.,
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Figure 2: Hierarchical structure of image content. We model
image content using a hierarchical structure which contains
four levels of elements: themes, semantic regions, visual
words and pixels. Higher level element is composed of lower
level elements. The exemplar image contains two themes:
people and nature. The picnic theme is composed of two se-
mantic regions: people and food. The people region consists
of two kinds of visual words: hair and shoulder.

bird, computer). For instance, in Figure 2, the photo is com-
prised of scenes like sky, trees, grass and objects like people,
food, canvas, etc. A theme may be characterized by multiple
semantic regions. In Figure 2, the picnic theme is revealed
by objects of people, food, bottle, cup and canvas while the
nature theme is reflected by scenes like sky, forest and grass.
A semantic region is semantically coherent, but not neces-
sarily visually consistent. For instance, while a human face
can be deemed as a semantic region, within human face there
exist multiple visual elements like eye, nose, cheek, mouth,
which are visually quite heterogeneous from each other. In
other words, each semantic region is composed of a set of
homogeneous visual “words” (elements). A visual word is a
set of connected pixels which are highly similar in appear-
ance. The women object of Figure 2 consists of four visual
words: blond hair, shoulder, black eye and white dress. The
tree region is composed of visual words like leaf and trunk.
On the bottom of the hierarchy are the observed pixels. From
the bottom-up view, lower level information units construct
higher level information units layer by layer: pixels form vi-
sual words, visual words form semantic region and semantic
regions form theme.

One salient characteristic of image content is spatial co-
herence. Neighboring pixels are likely to be from the same
visual word, the same semantic region and the same theme.
In image model design, it is indispensable to ensure the spa-
tial coherence.

User Image Latent Space Model
The User Image Latent Space Model (UILSM) is depicted in
Figure 3. In image collection, we assume themes are of two

categories: background themes and user interested themes.
The assumption is based on two observations. First, not all
photos are taken because they appeal to users’ interest. Sec-
ond, even in a photo containing interesting stuff, background
scenes inevitably occur a lot. For user-interested themes, we
assume each user has a unique profile distribution over them,
to emphasize that different users have different interests.

Suppose we are given U users and each user j possesses
Nj personal photos. There exist Tb background themes and
Tu user-interested themes. Each theme has a multinomial
distributionβ over semantic regions. Suppose the image col-
lection contains O semantic regions and W visual words.
Each semantic region has a multinomial distribution γ over
visual words and each visual word has a multivariate Gaus-
sian distribution µ,Σ over the feature descriptors of pixels.
Each user has a Dirichlet distribution α(u) over user inter-
ested themes and all images share a Dirichlet distribution
α(b) over the background themes. Each image has a multi-
nomial distribution θ(u) over user-interested themes and a
multinomial distribution θ(b) over background themes. θ(u)

is sampled from α(u) corresponding to the user to whom
the image belongs to and θ(b) is sampled from α(b). Each
pixel in the image can be either generated from a back-
ground theme or a user-interested theme. To make this bi-
nary decision, we introduce a Bernoulli variable δ for each
pixel. δ = 1 denotes that the pixel is generated from a user-
interested theme and δ = 0 denotes that the pixel is gener-
ated from a background theme. δ is generated from Bernoulli
distribution ω and ω is sampled from Beta distribution ζ.
Each image has a unique ω to emphasize the fact that some
images contain more user-interested stuff while some con-
tain less. All images share a single ζ.

First we describe how pixels in an image can be generated
independently without considering the spatial relationship
among them. Given an image, we sample a Bernoulli distri-
bution ω from Beta prior ζ, sample a multinomial distribu-
tion θ(b) over background themes from Dirichlet prior α(b),
sample a multinomial distribution θ(u) over user-interested
themes from the Dirichlet prior α(u) corresponding to the
user to whom this image belongs. Then, for each pixel, we
sample binary variable δ from ω. If δ = 1, we sample a
user-interested theme t from θ(u); otherwise, sample a back-
ground theme t from θ(b). Given t, we sample a semantic
region label o from the multinomial β corresponding to t.
Given o, sample a visual word w from the multinomial γ
corresponding to o. Finally, we sample the feature descrip-
tor p of this pixel from the multivariate Gaussian distribution
N (·|µ,Σ) corresponding to w.

As stated before, image content exhibits strong coherence.
Neighboring pixels are likely to share the same label on bi-
nary decision layer, theme layer, semantic region layer and
visual word layer. To encode the spatial coherence, similar
to (Verbeek and Triggs 2007; Zhao, Fei-Fei, and Xing 2010),
we define Markov Random Field (MRF) over each layer to
encourage neighboring pixels to share the same label.

In UILSM, the generative process of an image belonging
to user j can be summarized as follows.
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Figure 3: User Image Latent Space Model.

• Sample user interest proportion θ(u) ∼ Dir(α(u)
j )

• Sample background proportion θ(b) ∼ Dir(α(b))

• Sample Bernoulli parameter ω ∼ Beta(ζ)

• Sample binary decisions δ

p(δ|ω, λ(δ)) = 1
A(ω,λ(δ))

N∏
n=1

p(δn|ω)

exp{λ(δ)
∑

(r,s)∈P
I(δr = δs)}

(1)

• Sample theme labels t

p(t|δ,θ(u),θ(b), λ(t)) = 1
B(δ,θ(u),θ(b),λ(t))

N∏
n=1

p(tn|δn,θ(u),θ(b)) exp{λ(t)
∑

(r,s)∈P
I(tr = ts)}

(2)
• Sample object labels o

p(o|δ, t,β(u),β(b), λ(o))) = 1

C(δ,t,β(u),β(b),λ(o))
N∏
n=1

p(on|δn, tn,β(u),β(b)) exp{λ(o) ∑
(r,s)∈P

I(or = os)}

(3)

• Sample visual word labels w

p(w|o,γ, λ(w)) = 1
D(o,γ,λ(w))

N∏
n=1

p(wn|on,γ) exp{λ(w)
∑

(r,s)∈P
I(wr = ws)}

(4)

• For each super pixel n, sample its descriptor pn

p(pn|wn, {µk,Σk}Wk=1) =
W∏
k=1

N (pn|µk,Σk)wnk (5)

where I(·) is the indicator function, P denotes neighboring
pixel pairs. A, B, C, D are partition functions. λ(δ), λ(t),
λ(o), λ(w) are tradeoff parameters indicating how much we
emphasize the spatial coherence on each layer.

Inference and Learning
We employ variational inference (Wainwright and Jordan
2008) technique to approximate the posterior of latent vari-
ables and learn model parameters.

The variational distribution q is defined as

q(ω,θ(b),θ(u), δ, t,o,w) = q(ω|ξ)q(θ(b)|η(b))

q(θ(u)|η(u))
N∏
n=1

q(δn|τn)q(t
(u)
n |φ(u)

n )

q(t
(b)
n |φ(b)

n )q(on|ϕn)q(wn|ψn)

(6)

where ξ is Beta parameter. η(b) and η(u) are Dirich-
let parameters. {τn}Nn=1 are Bernoulli parameters.
{φ(u)

n }Nn=1,{φ(b)
n }Nn=1 {ϕn}Nn=1 and {ψn}Nn=1 are

multinomial parameters. Given the variational distribution,
we derive a variational lower bound and use EM algorithm
to optimize it. In the E step, we fix model parameters and
infer the variational variables.

ψnj ∝ exp{
O∑
k=1

ϕnk log γkj + λ(w)
∑

r∈N (n)

ψrj

+ logN (pn|µj ,Σj)}
(7)

ϕnj ∝ exp{τn
Tu∑
k=1

φ
(u)
nk log β

(u)
kj

+(1− τn)
Tb∑
k=1

φ
(b)
nk log β

(b)
kj

+λ(o)
∑

r∈N (n)

ϕrj +
W∑
k=1

ψnk log γjk}

(8)

φ
(u)
nk ∝ exp{τn(Ψ(η

(u)
k )−Ψ(

K∑
j=1

η
(u)
j ))

+λt
∑

r∈N (n)

τnτrφ
(u)
rk + τn

O∑
j=1

ϕnj log β
(u)
kj }

(9)

φ
(b)
nk ∝ exp{(1− τn)(Ψ(η

(b)
k )−Ψ(

K∑
j=1

η
(b)
j ))

+λt
∑

r∈N (n)

(1− τn)(1− τr)φ(b)rk

+(1− τn)
O∑
j=1

ϕnj log β
(b)
kj }

(10)

τn = 1/(1 + exp(−h)) (11)
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h = Ψ(ξ1)−Ψ(ξ2) + λ(δ)
∑

r∈N (n)

(2τr − 1)

+
Tu∑
k=1

φ
(u)
nk (Ψ(η

(u)
k )−Ψ(

K∑
j=1

η
(u)
j ))

−
Tb∑
k=1

φ
(b)
nk(Ψ(η

(b)
k )−Ψ(

K∑
j=1

η
(b)
j ))

+λ(t)
∑

r∈N (n)

(τr
Tu∑
k=1

φ
(u)
nk φ

(u)
rk + (τr − 1)

Tb∑
k=1

φ
(b)
nkφ

(b)
rk )

+
Tu∑
k=1

O∑
j=1

φ
(u)
nk ϕnj log β

(u)
kj −

Tb∑
k=1

O∑
j=1

φ
(b)
nkϕnj log β

(b)
kj

(12)

η
(u)
k = α

(u)
k +

N∑
n=1

τnφ
(u)
nk (13)

η
(b)
k = α

(b)
k +

N∑
n=1

(1− τn)φ
(b)
nk (14)

ξ1 = ζ1 +
N∑
n=1

τn, ξ2 = ζ2 +
N∑
n=1

(1− τn) (15)

In M step, we fix the variational variables and learn model
parameters.

β
(u)
kj ∝

D∑
d=1

Nd∑
n=1

τnφ
(u)
nk ϕnj (16)

β
(u)
kj ∝ β

(b)
kj ∝

D∑
d=1

Nd∑
n=1

(1− τn)φ
(b)
nkϕnj (17)

γkj ∝
D∑
d=1

Nd∑
n=1

ϕnkψnj (18)

µk =

D∑
d=1

Nd∑
n=1

ψnkpn

D∑
d=1

Nd∑
n=1

ψnk

, Σk =

D∑
d=1

Nd∑
n=1

ψnkpnp
T
n

D∑
d=1

Nd∑
n=1

ψnk

(19)

We optimize ζ, αb and {α(u)
j }Uj=1 using Newton’s method.

Instead of learning λ(δ), λ(t), λ(o), λ(w) from data, we
choose to empirically tune them.

Experimental Result
In this section, we evaluate our model qualitatively and
quantitatively on Flickr dataset.

Experimental Settings
We crawl 183723 personal photos from 227 Flickr users.
Each user has about 800 images. These images are quite
diverse, covering topics like flower, car, bird, animal, peo-
ple, etc. We oversegment each image into superpixels using
the Simple Linear Iterative Clustering (SLIC) (Achanta et al.
2010) algorithm. SLIC clusters pixels in the combined five-
dimensional color and image plane space to efficiently gen-
erate compact, nearly uniform superpixels. We depict each
superpixel with color, texture (Li, Socher, and Fei-Fei 2009)
and SIFT (Lowe 2004) based bag-of-words (BOW) features.
The total dimension of descriptor is 107 (3-dim color, 4-dim
texture, 100-dim BOW). We set the number of background

Figure 4: User-interested themes. These themes are about
ocean, beautiful women, flower, night view, car, plane, tree,
animal, bird, mountain, building, sunset respectively. They
are likely to be interested by users. For example, people lov-
ing plants may show interests in the flower theme and tree
theme.

Figure 5: Background themes. These themes contain street
views and random stuff. They are unlikely to be interested
by people. They show up in users’ albums mostly due to
random shots.

themes to 100, the number of user-interested themes to 1000,
the number of semantic regions to 1500 and the number of
visual words to 500. The tradeoff parameters λ(δ), λ(t), λ(o),
λ(w) are all set to 1. The model is initialized randomly.

Qualitative Evaluation
In this section, we present qualitative results. For each
learned theme, we visualize it with the most representative
images. Figure 4 shows 12 user-interested themes. They cor-
respond to ocean, beautiful women, flower, night view, car,
plane, tree, animal, bird, mountain, building, sunset respec-
tively. These themes are well-aligned with people’s interests.
For example, people who love traveling are fond of taking
photos of ocean and mountains. Those who love plants pre-
fer to take photos of flowers and trees. Figure 5 shows 6
background themes, which are unlikely to be interested by
users. Basically, these themes correspond to street views and
random stuff. The reason why user-interested themes and
background themes can be distinguished is: images from
background themes are likely to appear in the photostreams
of many users while those from user-interested themes tend
to show up in a few users’ albums. Our model is capable to
capture these frequency patterns to tell these two kinds of
themes apart.
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Figure 6: Users’ distributions over user-interested themes.
In each subfigure, the horizontal axis corresponds to user-
interested themes. The vertical axis indicates the probability
that the user likes a theme. Through analyzing these distri-
butions, we can figure out what users are interested in.

Figure 6 shows the distributions over 1000 user-interested
themes of 6 users. By analyzing each user’s distribution over
these themes, we can identify user’s interest. For example,
user 2 (row 1, column 2) has high probabilities over theme
69 and 348. Theme 69 corresponds to beautiful girls and
theme 348 is about people in tribe. Observing this, we can
conjecture that user 2 has great interests in people photos.
And the conjecture is confirmed by inspecting his photo set,
where most images are about people. In the distribution of
user 4 (row 2, column 1), there is a sharp peak over theme
485, which is about painting. This strongly indicates that this
user is a painting fan. Browsing his photo album, we observe
a number of painting images. Thus, our model successfully
identifies his interest over paintings.

Quantitative Evaluation
In this section, we evaluate our model from a quantitative
perspective. For each of the 227 Flickr users in our exper-
iment, we download 100 images which are marked as “fa-
vorites” by the user and we assume the user is interested in
these images. We assemble these 22700 images into a test set
and predict whether a user likes an image. The groundtruth
is assumed as follows: if an image is in a user’s favorite set
(which contains 100 images), this image is supposed to be
interested in by the user; otherwise, the image is not liked by
the user. Given a user and an image, we predict whether this
user likes this image or not in the following way: we infer
both the user’s distribution and the image’s distribution over
the 1000 user-interested themes and compare how similar
these two distributions are; if they are similar enough, we
predict that the user shows interest in this image. Image’s
distribution is given by the approximated posterior expec-
tation η(u) of θ(u) in Eq.(13), and user distribution is com-
puted as the average of η(u) of all the images belonging to
this user. Specifically, we use Euclidean distance to measure
the similarity and set a threshold to make the decision. By
varying the threshold, we obtain the recall-precision curve.
We compare with two baseline methods: k-means and LDA.
We use k-means to cluster all images into 1000 clusters and
assume each cluster is a theme. We compute the distributions
of users and images over the 1000 clusters and make predic-

Table 1: Average precision (AP) of user-interested image
prediction on Flickr dataset

Method K-means LDA Our method
AP 0.5563 0.5940 0.6907
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Figure 7: The precision-recall curves of predicting user-
interested images on Flickr dataset.

tions. For LDA, we represent images into bag-of-words and
learn 1000 topics from them. Again, we make predictions
based on the inferred distributions over the LDA topics.

Figure 7 compares the recall-precision curves of our
method and two baseline methods. Table 1 summarizes the
average precision (AP) of three methods. From the ex-
perimental results, we can see that our method is signifi-
cantly better than the baselines. The average precision of
our method is 10 percent higher than LDA and 13 percent
higher than k-means. The superiority of our model is due
to three reasons. First, our model seamlessly unifies user
modeling and image modeling while k-means and LDA lack
the mechanism to simultaneously model users and images.
Jointly modeling users and images makes our model suitable
for discovering user interests from image contents. Second,
our model uses a four-level hierarchical structure to model
image, which can capture the high-level semantics of im-
ages while k-means and LDA use shallow machineries to
do the modeling, which are insufficient to discover complex
patterns. Our model is reduced to LDA if we remove the
theme layer and is reduced to a Gaussian Mixture Model
(a probabilistic counterpart of K-means) if we remove both
the theme and semantic region layers. This indicates the ne-
cessity and effectiveness of using a four-layer model. Third,
our model is able to distinguish user-interested themes and
background themes while the baselines lack this mechanism.
This merit makes our model more robust to noise resulted
from users’ random shots.

Conclusion
In this paper, we study the problem of user interests min-
ing from personal photos. We propose a User Image Latent
Space Model to jointly model user interests and image con-
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tents. By inferring the latent interests and users’ distribu-
tions over them, we can discover what users are interested
in. To model images, we organize image content into a four-
level hierarchical structure: themes, semantic regions, visual
words and pixels. MRFs are defined over latent layers to in-
corporate spatial coherence of neighboring pixels. Experi-
ments on 180K photos belonging to 227 Flickr users quali-
tatively and quantitatively demonstrate the effectiveness of
our model. Our model successfully identifies background
themes and user-interested themes. By analyzing users’ dis-
tributions over the latent themes, we can figure out what
they show interests in. In the user-interested image predic-
tion task, our method beats the baselines with a large margin.
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