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Abstract

In order to properly regulate iterated belief revision,
Darwiche and Pearl (1997) model belief revision as re-
vising epistemic states by propositions. An epistemic
state in their sense consists of a belief set and a set of
conditional beliefs. Although the denotation of an epis-
temic state can be indirectly captured by a total preorder
on the set of worlds, it is unclear how to directly capture
the structure in terms of the beliefs and conditional be-
liefs it contains. In this paper, we first provide an ax-
iomatic characterisation for epistemic states by using
nine rules about beliefs and conditional beliefs, and then
argue that the last two rules are too strong and should be
eliminated for characterising the belief state of an agent.
We call a structure which satisfies the first seven rules a
general epistemic state (GEP). To provide a semantical
characterisation of GEPs, we introduce a mathematical
structure called belief algebra, which is in essence a cer-
tain binary relation defined on the power set of worlds.
We then establish a 1-1 correspondence between GEPs
and belief algebras, and show that total preorders on
worlds are special cases of belief algebras. Furthermore,
using the notion of belief algebras, we extend the classi-
cal iterated belief revision rules of Darwiche and Pearl
to our setting of general epistemic states.

Introduction

Belief revision mainly characterises how an agent changes
her belief with new evidence. It concerns how to represent
and update an agent’s belief. Logic based belief revision has
been extensively studied in Al (Alchourron, Gédrdenfors, and
Makinson 1985; Katsuno and Mendelzon 1991; Darwiche
and Pearl 1997; Jin and Thielscher 2007; Benferhat, Lagrue,
and Papini 2005; Tamargo et al. 2011; Ma, Benferhat, and
Liu 2012; Delgrande 2012) in the past three decades.

The AGM framework of belief revision (Alchourron,
Girdenfors, and Makinson 1985) represents an agent’s cur-
rent belief as a set of propositions, called a belief set, and
represents the new evidence by a single proposition. The re-
vision result is also represented as a belief set. Noticing that
the AGM framework is too permissive to enforce iterated be-
lief revision, Darwiche and Pearl argue that belief revision
should be extended to permit operations on epistemic states,
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rather than belief sets (Darwiche and Pearl 1997). Each epis-
temic state W consists of a belief set and a set of conditional
beliefs, and a conditional belief (5|«) is in ¥ if and only
if 3 is entailed by the revision of ¥ with «. Furthermore,
they show that each epistemic state corresponds to a total
preorder on the set of worlds. But it remains unclear how to
characterise an epistemic state directly in terms of the beliefs
and conditional beliefs it contains. This is rather unlike the
notion of belief set, which is defined as a set of propositions
that is deductively closed.

One aim of this paper is to provide an axiomatic charac-
terisation for epistemic states. We identify nine rules about
the beliefs and conditional beliefs contained in an epistemic
state, and then prove that these rules are necessary and suffi-
cient for characterising epistemic states. The first seven rules
are quite natural. For example, one rule describes that if ¢ is
abelief in ¥, then (¢ | T') is a conditional belief in ¥, where
T is a fixed tautology; and another rule describes that each
epistemic state contains the conditional belief (¢ | ¢) for any
consistent proposition ¢. Moreover, these rules are all closed
under intersection, i.e. if ¥1 and W5 both satisfy these rules,
then so does their intersection W1 N V5. However, the last
two rules ((E8) and (E9)) are neither obvious nor closed un-
der intersection. Take (E8) as an example. Suppose «, 3,y
are pairwise inconsistent propositions and W is an epistemic
state which contains the conditional belief (aV§ | aV V7).
Then (E8) specifies that ¥ should contain either (« | oV %)
or (8| BV ). This shows that an epistemic state is always
deterministic or certain when an agent has ‘disjunctive’ con-
ditional beliefs.

In this paper, we propose to eliminate these two rules and
call a structure which satisfies the first seven rules a general
epistemic state (GEP). A GEP differs from an epistemic state
only in the two rules (E8) and (E9). Because the absence
of these two rules, we no longer can characterise the belief
information contained in a GEP by a total preorder on the set
of worlds. To provide a semantical characterisation of GEPs,
we introduce a binary relation > on the power set of worlds.

Suppose W is the set of worlds and ¥ is a GEP. For a
proposition ¢, we write Mod(¢) for the set of worlds of ¢.
If 1 is a belief in ¥, then we impose Mod (7)) > Mod(—));
if (8 | «) is a conditional belief in W, then we impose
Mod(a A 8) > Mod(a A —3). Here, for two jointly in-
consistent propositions « and 3, Mod(«) > Mod(j3) is in-



terpreted as “«v is more believable than 5.” We call the math-
ematical structure (W, >>) a belief algebra on W.

We then give an axiomatic characterisation of belief alge-
bras and establish a 1-1 correspondence between GEPs and
belief algebras. Meanwhile, we show that total preorders on
worlds are special cases of belief algebras.

Furthermore, using the notion of belief algebras, we ex-
tend the classical iterated belief revision rules of Darwiche
and Pearl to belief revision of a GEP by another GEP.

Notation and definitions

In this paper, we restrict our discussion to belief revision in
a finite propositional language L. We denote by T a fixed
tautology in L and write W for the set of all worlds (inter-
pretations) of L. A theory K of L is a set of propositions
which is deductively closed.

For each proposition v, we denote by Mod(v) the set of
all worlds of 1, i.e. Mod(%)) consists of all models of % in
L. For a subset S C W, we denote by S the complement
of S, and by FORM(S) a proposition whose worlds are ex-
actly those in S. Clearly, we have FORM(Mod(v))) = ¢ and
Mod(ForM(S)) = S.

A (partial) preorder < on A is a binary relation on A
which is reflexive and transitive. A preorder < is called roral
if any two elements in A are comparable under <. We write
r~yifer<yandy <x,andx < yifz <ybuty A x.

Belief revision and epistemic states

The most famous belief revision approach is AGM theory,
which uses eight postulates to characterise the rules of be-
lief revision (Alchourron, Giardenfors, and Makinson 1985).
In AGM’s approach, the belief of an agent is represented by
a theory in L, called a belief set. An AGM revision operator
o is a function mapping a belief set and a proposition to an-
other belief set, which satisfies several postulates. Katsuno
and Mendelzon (Katsuno and Mendelzon 1991) rephrase the
AGM postulates in a propositional logic setting and give a
representation theorem for AGM operators.

Researchers observe that belief set alone is not suffi-
cient to uniquely determine a belief revision strategy and
extra-logical factors such as conditional belief (Spohn 1988;
Kern-Isberner 1999; Darwiche and Pearl 1997) and epis-
temic entrenchment (Gérdenfors and Makinson 1988) are
proposed to overcome this shortcoming. In this paper, we
will focus on conditional beliefs.

A conditional belief has the form (8 | «), where «, 8
are propositions in L. An agent has a conditional belief (/3 |
«) if she will believe 8 whenever she believes . Darwiche
and Pearl (Darwiche and Pearl 1997) use epistemic states
to model an agent’s belief states and propose a theory of
belief revision based on epistemic states. An epistemic state
consists of a belief set and a set of conditional beliefs. The
denotation of an epistemic state W is captured by the AGM
operator o defined by VU via (EP):

(EP)B e Youiff (8| a) e V.

Definition 1. Suppose ¥ consists of a belief set (denoted by
Bel(V)) and a set of conditional beliefs. We say W is an epis-
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temic state if the operator o defined by ¥ via (EP) satisfies
(R*1)-(R*6) below.

(R*1) W o yimplies pu.

(R*2) TIf W A pis satisfiable, then W o = W A p.
(R*3) If pis satisfiable, then W o y is satisfiable.

(R*4) IfV¥; = Ugand pg = po,then iopg = Uoopus.
(R*5) (Vopu)A¢implies Uo (A ).

(R*6) If (U o u) A ¢ is satisfiable, then ¥ o (u A @)

implies (W o pu) A ¢.

We note that in the above rules, when an epistemic state
appears in a propositional formula, it is always a short-
hand of its belief set. For example, we write ¥ = p for
Bel(V) &= p, U A p for Bel(U) A p, and w |= ¥ for
w = Bel(V). In this paper, we call an operator that satis-
fies the above six postulates an AGM operator. We assume
the new evidence is always satisfiable, as the revision pro-
cess becomes trivial when the new evidence is unsatisfiable.
In the framework of Darwiche and Pearl, a revision oper-
ator is a function mapping an epistemic state and a propo-
sition to a new epistemic state. Following (Katsuno and
Mendelzon 1991), Darwiche and Pearl give a characterisa-
tion of epistemic states in terms of total preorders on W.

Definition 2. ((Darwiche and Pearl 1997)) A function that
maps each epistemic state ¥ to a total pre-order <y on W
is called a faithful assignment if and only if

(1) fw; | Yandwy = ¥, then wy ~y wo;
(2) Ifw; | V¥andws £ ¥, then wy <y wo; and
(3) If U1 = W, then j\plzj\p?

Theorem 1. ((Darwiche and Pearl 1997)) A revision oper-
ator o satisfies (R*1)-(R*6) precisely when there exists a
faithful assignment that maps each epistemic state U to a
total preorder <y such that

Mod(¥ o 1) = min(Mod(i), <), (D)
where min(Mod(p), <¢) denotes the set of minimum
worlds in Mod(11) under <.

Darwiche and Pearl establish a 1-1 correspondence be-
tween epistemic states and total preorders on worlds. On
one hand, suppose V¥ is an epistemic state. For any two
worlds wi,wy, by (R*1) and (R*3), the result of revis-
ing ¥ by FORM({w1,w>}) must be one of FORM({w1}),
FOrRM({w2}), FORM({w1,ws2}). From Theorem 1 and ac-
cording to the different revision result, <y is determined as
follows (Katsuno and Mendelzon 1991):

w1 <y w2 if VoFORM({wr,w2}) = FORM({w:1}).
we <y wy if VoFORM({w;,w2}) = FORM({w2}).
w1~y wy  if UoFORM({wi,w2}) = FORM({w1,wa}).

This gives the way to construct a total preorder from an
epistemic state.
On the other hand, suppose < is a total preorder on W.
We construct an epistemic state U as follows:

(D1) Bel(¥) = ForM(min(W, <)).



(D2) A conditional belief (8 | «) is in U iff there is a
world of o A 8 which is strictly less than (by means of <)
all worlds of o A —3.

(D1) follows from Thm. 1 if we let p = T and (D2) fol-
lows from Thm. 1 and (EP) (cf. (Darwiche and Pearl 1997,
Lemma 10)). Note that (D2) is equivalent to saying that ev-
ery minimal world of o A 8 (under <y ) is strictly less than
every minimal world of o A = 3.

We next summarise several properties of epistemic states.

Proposition 1. Suppose VU is an epistemic state with
Bel(V) = K. Then we have:

(E1) ¢ € Bel(D)iff (¢ | T) € V.

(E2) If(B|a) € U, then (-4 | a) ¢ U.

(E3) If(8|avp) € Wandf |= v, then (v | aVvy) € 0.
(B4 If(B|lavp)ePandy | a,then (8|yV )€
v,

(ES) (Pla)eTand (y|a) e Viff (BAy]|a) € T.
(E6) If 1 = g and 81 = o, then (51 | aq) € W iff

(62 | 042) e v,

(E7) If ¢ is consistent, then (¢ | ¢) € .

(E8) Suppose «, 3, are pairwise inconsistent proposi-
tions. If (e V B | @V BV ) € U, then at least one of
(alavy),(B]BV~y)isin .

(E9) Suppose «, 3, are pairwise inconsistent proposi-
tions. If (o | aV 3) € Wand (8| aV B) € U, then
(a|aVvy)eWiff (8| 8V~y) eW.

Proof. Take (E8) as an example, the others are similar or
simpler. Suppose «, 3,~ are pairwise inconsistent proposi-
tions. If (a« V 8| oV 5V ) € U, then by (D2) there is a
world w € Mod(a V ) such that w is strictly less than every
world of . Since w is a world of either « or /3, at least one
of (| V), (8| BV~)isin V. This proves (E8). O

Remark 1. Let o« = —f in (E3). Then (E3) is equivalent to
saying the agent will believe ~y if she believes B and ( = +.

We note that the first seven rules are very natural. (E2)
shows that a rational agent’s belief information should be
consistent; (E3) and (E4) show that belief information is
closed under implication; (E5) shows that belief information
is closed under conjunction; and (E6) shows that epistemic
state contains all equivalent belief information.

Compared to (E1)-(E7), (E8) and (E9) are perhaps too
strong. It is very likely that an agent believes (a V § |
aVpBV~y) € U but believes neither (a | V) nor (8 | BV7).
For example, let o (3, -y, respectively) denote the proposi-
tion that Argentina (Brazil, Germany, respectively) will win
the 2014 Football World Cup. Then it is rational for an agent
to believe on July 8 that the chances of Argentina and Brazil
together is greater than that of Germany alone, but does not
believe either will have a better chance than Germany.

As for (E9), even though an agent does not have either
(| aVvpB)or (B | aVp)in U, she may still hold a con-
ditional belief (o | a V ) but not (8 | « V =), or vice
versa. For example, on July 8, the agent may have no idea
who will win when she believes either Argentina or Brazil
will win the cup, but, still, she may believe that Argentina
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has a better chance than Germany once she believes either
Argentina or Germany will win the cup and that Germany
has a better chance than Brazil once she believes that either
Brazil or Germany will win the cup.

It then seems natural to eliminate (E8) and (E9) from the
definition of epistemic states.

Definition 3. Suppose ¥ consists of a belief set Bel(¥) and
a set of conditional beliefs. We call W a general epistemic
state (GEP for short) if it satisfies (E1)-(E7).

Later we will show in Thm. 6 that a GEP is an epistemic
state if it satisfies (E8) and (E9). That is, the nine condi-
tions (E1)-(E9) are necessary and sufficient for characteris-
ing epistemic states.

It is difficult (if not impossible) to represent a GEP ¥ by
a total preorder on worlds without introducing new condi-
tional beliefs which are not in ¥ (cf. Example 1). In the next
section, we provide a semantical characterisation for GEPs
by introducing a mathematical structure called belief alge-
bra, which is in essence a binary relation defined on 2"’

Belief algebras
Each GEP induces a natural binary relation >y on 2"V,
Definition 4. Suppose V¥ is a GEP. We define a binary rela-
tion >¢ on 2V as follows:
o If ¢ € Bel(V), then Mod(¢) >>¢ Mod(—¢).
e If (8| @) € U, then Mod(ax A ) >¢ Mod(a A —f3).
We write Alg(¥) for (2%, >y) .
Proposition 2. Suppose U >¢ V. Then UNV = & and
U >y Viff (FORM(U) | FORM(U) V FOrRM(V)) € .

Intuitively, we regard Mod(a A 8) > Mod(a A =) as
representing that o A /3 is more believable than o A —=f.

In this way, we represent the agent’s belief state by a bi-
nary relation on 2"'. Note that Mod(¢) N Mod(—¢) and
Mod(a A 8) N Mod(a A =) are both empty. The binary
relation > is defined only for disjoint subsets of V. Write

Ry ={(U, V)| U,V CW,UNV =gz} )
That is, Ry consists of pairs of disjoint subsets of . It is
clear that each >y is contained in Ryy .

(W, >y ) is a belief algebra in the following sense.
Definition 5. Suppose >> is a binary relation on 2", We say
(2%, >>) is a belief algebra if it satisfies:

(A0) >C Rw.

(Al) IfU CW,thenU > @iff U # @.

(A2) IfU > V,thenV % U.

(A3) IfU; DU >V DO Viand Uy NV, = @, then

U > V.

(A4) IfU =UUV; = UsUVoand Uy > Vi, Us > Vs,

then Uy NU; > V3 U Vs,

Remark 2. (Al) shows that each satisfiable ¢ is more be-
lievable than false; (A2) shows that if o is more believable
than (3 then B must not be more believable than o; (A3)
shows that > satisfies conditional transitivity. (A4) is a gen-
eralisation of the following phenomenon: if a is more believ-

able than —~« and (3 is more believable than —f3 then o \ 3
is more believable than —a \V —[.



Now we show each GEP derives a belief algebra.
Theorem 2. Alg(V) is a belief algebra if U is a GEP.
A belief algebra also gives rise to a GEP.

Definition 6. Suppose G = (2",>>) is a belief algebra.
We define Gep(G) which is a set of beliefs and conditional
beliefs as follows:

e If Mod(¢) > Mod(—¢) then ¢ € Gep(G).

e If Mod(a A 3) > Mod(a A=) then (8 | @) € Gep(G).
Proposition 3. Suppose U NV &. Then we have
(FORM(U) | FORM(U)VFORM(V)) € Gep(G) if U > V.

We then have the following result.

Theorem 3. If G = (2. >>) is a belief algebra, then
Gep(G) is a GEP.

Theorems 2 and 3 establish the correspondence between
GEPs and belief algebras. From the definition of Alg(¥),
we know Alg(Vq) # Alg(Vsy) if U1 # Uy We conclude
that the correspondence is 1-1. Moreover we have:

Proposition 4. Suppose V is a GEP and G is a belief alge-
bra. Then we have

Gep(Alg(¥)) = VU and Alg(Gep(G)) =G.  (3)

Properties of belief algebra

Now we show some properties of belief algebra. The follow-
ing result unveils the structure of >>.

Proposition 5. Suppose (2" >>) is a belief algebra. There
is a unique chain A = {Uy > Us > Uz > --- > U, } s.t.

(Chl) {U;}?, is a partition of .

(Ch2) For each U,, if Vi, Vs are two disjoint nonempty
subsets of U;, then V; and V5 are incomparable in >>, i.e.,
(V1, Vo) &> and (Va, V7)) ¢>.

Proof. We only show how to construct A. If U > U and
V > Vithenwe have UNV > UNYV by (A4) and thus
UNV £oby(Al).LetU; = ({U |U CW,U > U}.
Then U; > U; . Furthermore, for allU > U we have U; C
U.Let W7, = W\ Uy (i.e. Wi = Uy). We construct Us in
Wi similarly as Uy in W. Let Uy = ({U | U C W1,U >
W1\ U}. Since Uy C Wy, we have Uy > Us by (A3).

Let Wy = Wy \ Ua. We construct a Us in the same way
and U; > Us > Us. Similarly, we get Uy, Us, - - - . Since
W is a finite set, the process will stop in n steps for some
n > 1. Then we hold a chain A. O

We call this unique chain the backbone of (2" >>). Sup-
pose G is a belief algebra with backbone A = {U; > Uy >
Us > --- > U,}. From the proof of Prop. 5, we con-
clude that U; > Uy and U; C U for any U C W such
that U > U. Recall that Gen(G) is the corresponding GEP
of G. By Definition 6, U; consists exactly of the worlds of
Bel(Gep(@)), i.e. Mod(Bel(Gep(G))) = Uy.
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Sparse belief algebra and complete belief algebra

In above we have seen each belief algebra has a backbone.
For convenience, we also call any chain Uy > Us > Uz >
> U, in 2" that satisfies (Ch1) and (Ch2) a backbone.

We next show that, for every backbone A, there are belief
algebras that have backbone A. Among these belief alge-
bras, there is a smallest one and a largest one. Furthermore,
we give characterisations for these special belief algebras.

Firstly, we show how to generate a belief algebra by using
a subset of Ry .

Definition 7. Given 2 C Ry, we denote by Gen(f2) the
smallest subset of Ry, which contains €2 and is closed under
(A1), (A3) and (A4).

It is possible that Gen(2) does not satisfy (A2). However,
if Gen(Q) satisfies (A2) then Gen(S2) is a belief algebra. In
particular, if A is a backbone, then Gen(A) satisfies (A2).

Lemma 1. Suppose G = (2V',>>) is a belief algebra and
A ={U; >» Uy > Us > -+ > U,} its backbone. Let
Gen(A) = (2W,>>5P) be the belief algebra generated by
A. Then Gen(A) has backbone A and >°PC >>.

We next examine the largest belief algebra with backbone
A. We need the following notion of support.

Definition 8. Suppose G = (2", >>) is a belief algebra and
A ={U; >» Uy >» Us > --- > U,} its backbone. The
support of a nonempty set V- C W in G is defined as

I(V) = Unin{ijvau, £o}- “)
By definition, (V) is the first U; such that V N U; # @.

Definition 9. Suppose (2", >>) is a belief algebra and A =
{U1 > Uy > Uz > -+ > U,} its backbone. We define a
new binary relation >°C Ry on 2V as:

>¢={(U,V)e Rw: I(U)>I(V)}. (3)

Then we have

Lemma 2. Suppose G = (2V,>>) is a belief algebra and
A={U; > Uy > Us > --- > U,} its backbone. Then
G° = (2W,>°) is a belief algebra and has backbone A.
Moreover, > contains >>.

From the above lemma, we conclude that, for each belief
algebra G, if U > V then I(U) > I(V). That is to say,
I(U) > I(V) is a necessary condition for U > V. If G =
G® then I(U) > I(V) is also a sufficient condition.

Theorem 4. Let G = (2V,>>) be a belief algebra with
backbone A = {Uy > Uy > Uz > --- > U,}. Among
all belief algebras with backbone A, Gen(A) is the smallest
and G° the largest.

We call the smallest belief algebra a sparse belief algebra,
and the largest a complete belief algebra.

Definition 10. Let G = (2", >>) be a belief algebra with
backbone A = {U; > Uy > Us > --- > U,}. We call
G a sparse belief algebra if G = Gen(A); and call G a
complete belief algebra if G = G°.

The next example shows how to construct belief algebras.



Example 1. Suppose L has two propositional atoms a and
band W = {w1 = aAbyws = a A —b,wz = ~a Ab,wy =
—a A —b}. Let ¢ = a Ab a = FORM({ws,ws,wy}),
8 = FORM({w2,ws}). Assume that Bob’s current be-
liefis T = {¢,(8 | «)}. That is, in the current state,
Bob only believes ¢, and he will believe 3 when he be-
lieves . Suppose there is no other information about be-
lief. From T' = {¢,(8 | «)} and Definition 5 we have
Mod(¢) >r Mod(—¢) and Mod(5 A a) > Mod(—5Aa),
i.e. >>r has only two instances: {w1} >1 {wa,ws,ws} and
{wa,ws} >r {wa}. Let G1 = Gen(>>r) be the belief alge-
bra generated by >r using (A0)-(A4). For the sake of brevity
we use (1,234) to represent {w1} >r {wa,ws, w4}, and,
similarly, (23,4) for {wz,ws} > {w4}}. We then have

G1 ={(1,2),(1,3),(1,4), (1,23),(1,24), (1, 34), (1, 234),
(12,3),(12,4), (12,34), (13,2),(13,4), (13, 24),
(14,2), (14, 3), (14, 23), (123, 4), (124, 3), (134, 2),

(23,4} U{(U,2) |U S W,U # &}

and the backbone of Gy is {w1} >1 {wa, w3} >r {w4}.
This is, G1 = Gen({{w1} >r1 {w2, w3} >r {wa}}) isa
sparse belief algebra. Adding {wz2} > {w4} into G, we
get a belief algebra Go whose backbone is also {{w1} >
{wa,ws} > {wa}} Adding {wa} > {wa}, {ws} > {wa}
into G, we get a complete belief algebra G°. It is clear that
G C Gy C G“.

I' cannot be represented by a total preorder. There are
several different total preorders on worlds that can entail
[Leg wi < wy ~ w3 < wg orwy; < wy < wyg < ws
or w1 < w3z < wyg < wa. None of these preorder can rep-
resent I without introducing new conditional beliefs. The
main reason is that the belief information determined by T’
is incomplete and is only equivalent to a GEP, viz. Gep(Gh).

In the next section we establish the correspondence be-
tween epistemic states and complete belief algebras.

Epistemic states and complete belief algebras

In this section we show that if ¥ is an epistemic state then
Alg(P) is a complete belief algebra and if G is a complete
belief algebra then Gep(G) is an epistemic state.

Firstly, we show that each total preorder on W leads to a
complete belief algebra.

Lemma 3. Suppose = is a total preorder on W. For any
two nonempty subsets Vi, Vo of W with V1 N'Vy = &, define
Vi > V4 if there is an w1 € Vi such that wy < ws for
all wy € Va. We denote by Gz = Gen(>>). Then G< is a
complete belief algebra.

Secondly, we show each complete belief algebra also in-
duces a total preorder on .

Lemma 4. Suppose G is a complete belief algebra with
backbone A = {Uy > Uy > Us > --- > U, }. We define
a preorder on W as follows: for any wy,ws € W

o wi <wo iff I{w1}) > I({wa}).

o wi ~ws iff I{wi}) = I({w2}).

Then = is a total preorder and G< = G.
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By Lemmas 3 and 4, there is a 1-1 correspondence be-
tween total preorders on W and complete belief algebras on
2W  Recall the 1-1 correspondence between total preorders
on W and epistemic states (cf. Section II). We have

Theorem 5. Suppose V¥ is a GEP. Then V¥ is an epistemic
state iff Gen(>>y) is a complete belief algebra.

We have established the correspondence between GEPs
and belief algebras in Thm. 2 and Thm. 3. This shows that
the rules (A0)-(A4) for belief algebras corresponding to
rules (E1)-(E7) for GEPs. Furthermore, we have the follow-
ing translation of (E8) and (E9) in belief algebras:

(AS) Suppose U;,Us,Us are pairwise disjoint
nonempty subsets of W. If U; U Uy > Us then either
Ui > UsorUs; > Us.

(A6) Suppose U;,Us,Us are pairwise disjoint
nonempty subsets of W. If Uy % Us and Uy % U, then
Ui > Us iff Uy > Us.

It is easy to see the following lemma.

Lemma 5. Suppose V is GEP. Then:
(1) W satisfies (E8) iff Alg(V) satisfies (A5).
(2) W satisfies (E9) iff Alg(V) satisfies (A6).

From Thm. 5 and Prop. 1, it is clear that a complete belief
algebra satisfies (A5)-(A6). The following result shows that
any belief algebra that satisfies (A5) and (A6) is complete.

Lemma 6. Suppose G is a belief algebra with backbone
A={U; > Uy > Us > - > U,}. If G satisfies (AS)-
(A6) then G is a complete belief algebra.

From above two lemmas, we have the following theorem.

Theorem 6. Every GEP that satisfies (ES) and (E9) is an
epistemic state.

As a consequence of Thm. 6 and Prop. 1, we have

Theorem 7. Suppose U consists of a belief set K and a
set of conditional beliefs. Then U is an epistemic state iff it
satisfies (E1)-(E9).

Revising belief algebra by belief algebra

In the framework of Darwiche and Pearl (1997), an agent’s
current belief is represented as an epistemic state ¥. When
she gets a new evidence u, she updates her belief to a new
epistemic state W o p. Since each epistemic state can be rep-
resented by a total preorder on the set of worlds, Darwiche
and Pearl (Darwiche and Pearl 1997) essentially provide a
theory for revising a total preorder by a proposition with the
result being a new total preorder. There are two principles
of their framework. One is the success principle: p should
be put into Bel(W o p); the other one is the minimal change
principle, which requires the agent to keep the ordering in
=w 10 Xyo, as much as possible. The relation between <Xy
and <y, is constrained as follows:

(CRD) Ifwi,ws € Mod(p) then wi <oy, wo iff wi <¢
wa.

(CR2) If wi,wp € Mod(—pu) then wi =g, wo iff
wy Xy wa.



(CR3) If w; € Mod(i) and wy € Mod(—pu), then
w1 <y Wa implies w1 <oy W2.

(CR4) If wy € Mod(p) and wy € Mod(—pu), then
w1 j\p w2 1mphes w1 quo“ wa.

Recall by Lemma 3 we know =g and =<g,, can be repre-
sented as complete belief algebras. A proposition p can also
be represented as the sparse belief algebra Alg(u) gener-
ated by Mod () > Mod(—u). Thus we regard the revision
framework of Darwiche and Pearl as revising a complete be-
lief algebra by a sparse belief algebra Alg(u).

In this section, we consider a more general revision frame-
work. We suppose the agent’s current belief G, the new
evidence (G2, and the result of the revision G5 are all be-
lief algebras. The process is represented by an operator as
G1 ° GQ = G3.

Suppose A1 1 A >1 -+ > A, and By 9 By >
-+ >9 B, are the backbones of G and, respectively, Gs.
Firstly, from the success principle, all the ordering of G»
should be put into G's. That is,

(RA1) IfU >3 VthenU >3 V.

Secondly, we extend (CR1)-(CR4) to the general framework.
(CR1) and (CR2) show that <y and <y, are identical in
Mod(x) and Mod(—pu). Note that Mod(u) and Mod(—u)
are the only elements of the backbone of Alg(u). Suppose
B; is an element in G5’s backbone. We require > and >3
to be identical in B;.

(RA2) IfU,V C B, then U >>3 Viff U >, V;

Now consider how to extend (CR3). Suppose w; € Mod ()
and wy € Mod(—pu). Note that J({w;}) = Mod(u) and
I({w2}) = Mod(—p) in Alg(p). (CR3) can be rephrased as
U {wr} Sy {wn)and L, ({un }) >, Lu({ws}) in Alg(y),
then {w1} >wo, {w2}.” More generally, we have
(RA3) IfU > V,I(U) > I(V) in G, then U >3
V.

From (RA1) and (RA2) we have already put the whole >>o
and part of > into >3. To make sure (RA3) does not incur
inconsistency, we need to prove that (V,U) is not in >>3.
Because U > V and I(U) >3 I(V) in G, (V,U) is in
neither >>1 nor >>5. This guarantees (V, U) is not in >>5.
Since w; =<y ws is equivalent to wy A wi, (CR4) can
be rephrased as “If ({wa}, {w1}) ¢>v and I,({w1}) >,
I,({w2}), then ({wa}, {w1}) ¢>>wo,.” Similarly, we have
(RA4) If (U, V) ¢, I(V) >9 I(U) in Gs, then
(U, V) ¢>3.
To summarise, we have presented a framework that re-
vises belief algebra by belief algebra. Our revision rules
(RA1)-(RA4) are natural extensions of the rules in (Dar-

wiche and Pearl 1997).
We define a concrete operator that satisfies (RA1)-(RA4).

Proposition 6. Suppose G1, Go are belief algebras with
backbones Ay > As >1 -+ >1 A, and By >9 By >
-+ 3>9 By, respectively. Let G1 Gy = Gen(>), where >
is defined as follows:

(S1) IfU >, V,thenU > V;

(S2) f U,V C B;and U > V,thenU > V;
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(S3) If U > Vand I(U) 5 I(V)in Go, thenU > V.

Then G1xG> is a belief algebra and  satisfies (RA1)-(RA4).
Moreover, for any e satisfying (RAI)-(RA4), we have Gy
G2 g G1 [ ] GQ.

The above proposition shows % is the most conservative
revision operator. The revision result of G'; x G2 is generated
by all necessary belief information which should be kept.
It is worth noticing that these necessary belief information
may be not sufficient to induce a total preorder. However, it
can always generate a belief algebra, viz. Gen(>>).

We show an application of x in the next example.

Example 2. In Example 1, Bob’s current belief algebra is
G1 = Gen({{w1} >1 {w2, w3, wa}, {wa, w3} >1 {wa}})
with backbone {w1} >1 {w2,ws} >1 {ws}. Suppose
he learns an evidence 1 = FORM(waq,wy) o1, but equiva-
lently, a belief algebra Alg(v) with backbone {wa,ws} >
{wl,W3}. From {wl} > {w:;}, {CUQ} )él {(JJ4} and
{wa} #1 {wa}, it is easy to check Gi * Alg(%))
Gen({wz,wa} > {w1} > {ws}) and {wa, ws} > {w1} >
{ws} is the backbone of Gy * Alg(y)). Since the belief set
is decided by the largest elements in backbone, we have
Bel(Gy * Alg(¢)) = FORM({wa, w4}).

Related work

The epistemic state approach to belief revision proposed
in (Darwiche and Pearl 1997) is one of the most influ-
ential approaches for iterated belief revision. There are
some other earlier classical works (e.g. (Girdenfors 1988;
Nebel 1991)) which are related to epistemic states and it-
erated belief revision. In particular, Darwiche and Pearl
pointed out that their work was partially inspired by studies
of (Freund and Lehmann 1994) and the absolute minimisa-
tion principle of changes in conditional beliefs was due to
(Boutilier 1996).

In this paper we use a binary relation > on 2" to char-
acterise belief. Recall that, for each U € 2W, there is a
proposition FORM(U) in L such that Mod(ForM(U)) = U.
It is then natural to extend > to a binary relation on L.
Gardenfors and Makinson (Gérdenfors and Makinson 1988)
introduce a total preorder on propositions, known as epis-
temic entrenchment. Roughly speaking, an epistemic en-
trenchment related to a theory K is defined as a total pre-
order < on L for characterising the relative importance of
sentences when belief changes. It is not difficult to establish
a 1-1 correspondence between epistemic entrenchments and
epistemic states. By results obtained in this paper, we can see
epistemic entrenchments also correspond to complete belief
algebras.

Several researchers have already observed that total pre-
orders on worlds are not suitable for representing some types
of belief information. For example, (Katsuno and Mendel-
zon 1991; Benferhat, Lagrue, and Papini 2005) propose to
use partial preorders on worlds for representing belief in-
formation; and (Peppas and Williams 2014) use semiorders
on worlds to characterise some other types of belief informa-
tion. All these work are, however, based on orders on worlds.
Similarly as representing a total preorder by a belief algebra,
we can show partial preorders or semiorders on worlds are



special cases of belief algebras, but there are belief algebras
which can not be precisely characterised by (partial or semi)
orders on worlds. This shows that our belief algebra model
is more general for representing belief information.

Another way to represent belief information is using prob-
abilistic measures on set of worlds. In this case, belief revi-
sion is revising a probabilistic measure to a new probabilis-
tic measure by new evidence, which satisfies Jeffrey’s rules
(Ma, Liu, and Benferhat 2010; Benferhat et al. 2010).

Our belief algebra also has a close relation to qualita-
tive plausibility measure, which is used in default reason-
ing (Friedman and Halpern 2001). In fact, we can construct
a qualitative plausibility measure in a natural way from the
backbone of a belief algebra. More connections will be in-
vestigated in our future work.

Conclusion

This paper provided a generalised framework of belief revi-
sion. We first gave an axiomatic characterisation of the con-
cept of epistemic state. Suppose ¥ consists of a belief set
and conditional beliefs. We showed that ¥ can be charac-
terised by a total preorder on worlds iff U satisfies (E1)-(E9);
and argued that (ES8), (E9) are too strong for characterising
belief information. A structure which satisfies (E1)-(E7) is
called a general epistemic state (GEP). We also provided a
semantical characterisation for GEPs in terms of belief al-
gebras. Using the notion of belief algebras, we extended the
classical belief revision rules of Darwiche and Pearl to our
general setting of GEPs. Belief revision is then characterised
as revising a belief algebra by a belief algebra. Our belief
algebra model is more general than other models based on
(partial or semi) orders on worlds. In particular, total pre-
orders on worlds correspond to complete belief algebras.
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