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Abstract

We consider an interesting problem in this paper that uses
transfer learning in two directions to compensate missing
knowledge from the target domain. Transfer learning tends
to be exploited as a powerful tool that mitigates the discrep-
ancy between different databases used for knowledge trans-
fer. It can also be used for knowledge transfer between differ-
ent modalities within one database. However, in either case,
transfer learning will fail if the target data are missing. To
overcome this, we consider knowledge transfer between dif-
ferent databases and modalities simultaneously in a single
framework, where missing target data from one database are
recovered to facilitate recognition task. We referred to this
framework as Latent Low-rank Transfer Subspace Learning
method (L?TSL). We first propose to use a low-rank con-
straint as well as dictionary learning in a learned subspace
to guide the knowledge transfer between and within different
databases. We then introduce a latent factor to uncover the
underlying structure of the missing target data. Next, trans-
fer learning in two directions is proposed to integrate auxil-
iary database for transfer learning with missing target data.
Experimental results of multi-modalities knowledge transfer
with missing target data demonstrate that our method can suc-
cessfully inherit knowledge from the auxiliary database to
complete the target domain, and therefore enhance the per-
formance when recognizing data from the modality without
any training data.

Introduction

Transfer learning attracts great interest in artificial intelli-
gent community, as it handles the learning problem with lim-
ited labeled data. In brief, it borrows knowledge from a well-
established database (source domain) to facilitate learning
problem on the test database (target domain) (Long et al.
2013; Shekhar et al. 2013; Ni, Qiu, and Chellappa 2013;
Tan et al. 2013). A popular approach to transfer learning is
to modify the representation of the data in one or two do-
mains to mitigate the conditional distribution difference be-
tween the source and target domains, which requires access
to the target data in the training stage (Shao et al. 2012; Jhuo
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et al. 2012; Pan, Xiang, and Yang 2012; Long et al. 2012;
Gong, Grauman, and Sha 2013). However, in reality we al-
ways confront the situation that no target data is available
beforehand, especially when the data is multi-modal. We de-
fine such problem as Missing Modality Problem in transfer
learning.

Solutions to multi-modality recognition problems often
transfer knowledge from one modality to another, given that
both source and target data are accessible during the training
stage. However, for situations that target data are missing,
traditional transfer learning methods may fail. In fact, this
is not the occasional case, but often occurs in recognition
tasks. To name a few: near-infrared (NIR) and visible light
(VIS) images; sketch and photo; high-resolution (HR) and
low-resolution (LR) images. The common issue for them is,
we have large amount of source data at hand which are easy
to be collected, e.g., VIS images or digital photos, but do not
have any target data used for evaluation, because these eval-
uation data are only available at running time. Naively using
model trained on source data would degrade the system per-
formance since source and target data are quite different.

We can, fortunately, find similar data from other databases
with complete modalities. Therefore, conventional transfer
learning could help recover the missing modality in the cur-
rent database, including two key steps: 1) transfer knowl-
edge from auxiliary database to the current database; 2) re-
cover the missing modality of the current database and trans-
fer knowledge from the source to the target domain. In brief,
the conventional transfer learning process now is replaced
by a transfer learning in two directions.

Along the lines of modifying data representation, low-
rank constraint (Liu et al. 2013) has been introduced to
guide the transfer learning by revealing underlying subspace
structures of the dataset, e.g., Low-rank Transfer Subspace
Learning (LTSL) (Shao et al. 2012), Robust Domain Adap-
tation with Low Rank Reconstruction (RDALR) (Jhuo et al.
2012). Low-rank constraint can guarantee the locality aware
reconstruction, meaning the source data from some subspace
can be reconstructed by the target data from a correspond-
ing subspace, or vice versa. Therefore, data from source and
target domains are accurately aligned.

In this paper, we propose a novel method called Latent
Low-rank Transfer Subspace Learning (L2TSL) to address
the Missing Modality Problem. To the best of our knowl-
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Figure 1: Framework of the proposed algorithm. By intro-
ducing an auxiliary database A, we can transfer knowledge
from A to B to recover the missing modality in B. Note
same shape means data in the same database, same color
data from the same modality, T(M) transfer between modal-
ities, and T(D) transfer between databases.

edge, this is the first time that the Missing Modality Problem
is considered under the transfer learning framework. The
core idea of L2TSL is to learn appropriate subspaces such
that knowledge can be successfully transferred between dif-
ferent modalities and between two databases by a low-rank
constraint. Our main contributions are summarized as fol-
lows:

e A novel transfer learning framework (Figure 1) is pro-
posed to handle the Missing Modality Problem. With the
auxiliary database having the same modalities, our al-
gorithm can learn the low-dimensional subspaces from
knowledge transfer in two directions.

e A latent factor is incorporated to uncover the missing
modality with the existing data under the low-rank trans-
fer framework. Latent information of both class structure
and modality is transferred in two directions to assist with
recognition of missing modality.

e A dictionary learning framework is introduced to couple
the knowledge from the two domains, which guarantees
the common intrinsic information between two domains
are well preserved in the learned subspace.

Related Work

Transfer learning has been widely discussed recently and
for the survey of state-of-the-art methods, please refer to
(Pan and Yang 2010). In this paper, we are more inter-
ested in transductive transfer learning: a category of trans-
fer learning with the similar learning task, but different data
domains(Pan and Yang 2010). Specifically, along the lines
of adapting data representation, previous transductive trans-
fer learning methods (Si, Tao, and Geng 2010; Guo 2013;
Fernando et al. 2013; Shekhar et al. 2013) learn a subspace,
or a set of subspaces, to mitigate the divergence of source
and target domains. This brings in two benefits: first, it can
avoid the curse of dimensionality (Duda, Hart, and Stork
2012) introduced by the high dimensionality of the data; sec-
ond, in the common subspace, transfer learning algorithm
can align data from different domains easily. In this paper,
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we also adopt the thought of transfer subspace learning, but
in a more general case, seeing our framework can integrate
many subspace learning methods with ease.

Low-rank constraint has been introduced to artificial in-
telligence community recently for data recovery and com-
pletion (Liu, Lin, and Yu 2010; Liu et al. 2013; Pan et al.
2013). In addition, the underlying data structure can be ex-
plicitly recovered even when data are perturbed by noise.
The common assumption is data should lie in the sum or
the union of several subspaces. Therefore, finding the low-
est rank representation can uncover the data’s global struc-
ture and remove the noisy parts. When data are insufficient
in recovering the underlying structure, however, mining la-
tent information from limited observed data is proposed to
achieve a stable recovery (Liu and Yan 2011). Different from
(Liu and Yan 2011), where the observed data itself is uesd
to recover the latent information, we adopt latent low-rank
framework to recover missing modalities from the existing
modality and an auxiliary database in two directions.

Low-rank transfer learning has recently been proposed
to ensure accurate data alignment is achieved after data
adaptation. Two typical examples are LTSL (Shao et al.
2012) and RDALR (Jhuo et al. 2012). LTSL aims to find
a common subspace where the target data can be well rep-
resented by the source data under the low-rank constraint.
Similarly, RDALR keeps seeking for a better rotation on the
source data, then represents the rotated data by the target
data with low-rank constraint. Compared to the rotation used
in (Jhuo et al. 2012), common subspace learning is more
flexible on data representation, especially when data are in
high-dimensional space. Different from their methods, we
introduce an extra couple constraint — a common dictionary
— other than low-rank constraint for better data alignment.
In addition, transfer subspace learning in two directions as
well as latent factor incorporated in our framework.

Dictionary learning methods for cross-domain problems
(Wang et al. 2012; Zhuang et al. 2013; Huang and Wang
2013; Ni, Qiu, and Chellappa 2013) have been proposed
in the recent years, which learn several dictionaries, each
for one domain or modality in the original high-dimensional
data, aiming to capture more intrinsic structure and achieve a
better representation. Different from them, in this paper, we
learn a common dictionary for both source and target data to
transfer knowledge in the Missing Modality Problem, which
cannot be solved by the prior.

Latent Low-Rank Transfer Subspace Learning

Given two databases {Xg, X7}, both with two modali-
ties Xg = [Xg.a,XsB] and X1 = [Xp1.a, X7.8]. Tra-
ditional transfer learning is interested in problem between
different modalities such as: Xg.o—>X7.4 or Xg.53—X7.B,
or between different databases such as: Xg.po—Xg. or
Xt1.o—X71.5. However, when the target data is incomplete,
e.g., X.p is missing, how can we discover the lost informa-
tion of Xr.5? This is a challenging problem involving two
databases and two modalities simultaneously, which cannot
be directly solved by existing transfer learning framework.



Recovering Latent Factor

To address the Missing Modality Problem, we first project
both source data Xg and target data X into some common
subspace P that allows Xg and Xt to be aligned by low-
rank constraint. Suppose projection P is known, both Xg
and X7 are clean, and XT.g is observable, then the low-

rank transfer subspace learning can be written as:
min || Z|+, st. PTXg=PTX1Z. 1)
Z

Assuming Eq. (1) has a unique solution, then we can de-
rive that in subspace P, we have PT Xg C span(PTXr).
Based on this result, we derive a new form for Eq. (1).
Suppose P1[Xs, X1] = USVT and V = [Vg; V|, where
PTXg = ULVE, PT X1 = UV, Then we can imme-
diately deduct the constraint as UXVg" = ULV Z. There-
fore, Eq. (1) can be rewritten as:

min || Z||,, st. Vi = VL Z.
Z

2
According to Theorem 3.1~(Liu and Yan 2011), the opti-

mal low-rank representation Z, can be computed as:
Z. = VaoVg" = [Via; Vo] Ve, 3)

where V has also been row partitioned into Vir.5 and Vr.p.
The constrained part now can be rewritten as:

PTXg = PTX1Z, = PT[Xr.A, X1.8]Z,
= PT[Xr.a, X7.8][Vr.a; VBV
= PTXqA (Ve VE) + USVE L Ve g VE
= PTXp A Z + (USVE VoS tUT) PT Xy,
where L = USV 5 Vr.gE 71U should also be low-rank,
as L can recover the structure of PT Xr.5.

From the above deduction, it is known that even X1.g is
unobserved, we can recover it by imposing extra constraint:

min || 2]+ L], st. PTXg = PT X1 Z+LP"Xs. (5)

“

Therefore, the source data PT Xg is reconstructed from
the column of PT X and the row of PT Xg. When the target
domain is missing some data, the row of PT X¢ will make
sense in reconstruction, uncovering its latent information.

Transfer Learning with Dictionary Constraint

For simplicity, we define the following three functions.
(1).L(P,Z,L,E) = P*Xg — P'X1Z — LP"Xs — FE
(2).D(P, D, S) = minp,s [|P"X — DS|§ + 7S]
(3)-F(Z,L, E) = ming 1 || Z]|+ + || L[|+ + Al El2,1

We next integrate the subspace learning process into the
above function. In general, subspace learning methods can
be uniformed by the following:

m}i)ntr(PTWP), st. PTUP =1,

(6

where tr(-) denotes the trace operation. W and U are differ-
ent defined according to the subspace learning methods.

Realistically, the data is often corrupted, so we add an er-
ror term E. Then the objective function of the general model
can be rewritten as:
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Figure 2: Schematic diagram of the general model. The
high-dimensional data X = [Xg, XT] share a common sub-
space P, where PT Xg and PT X1 are coupled by a com-

mon dictionary D(P, D, S) and a latent low-rank represen-
tation £L(P, Z, L, E) = 0.

min F(Z, L, E) + ytr(PTWP),

7

st. L(P,Z,L,E) =0, PTUP =1, @

where we use Ly ; norm on E' to make it sample specific.
1 > 0 are parameters to balance the subspace part.

In addition, we introduce a common dictionary D on the
projected data to further couple the knowledge from two do-
mains. As a result, the dictionary and low-rank constraint on
the projected data would work synchronously in optimizing
the common subspace. This helps uncover the underlying
structure of two domains, making our method more appro-
priate for the Missing Modality Problem. This process is il-
lustrated in Figure 2, and the final objective function can be
written formally as:

mgn F(Z,L,E) + vtr(PYWP) + ¢D(P, D, S),
st. L(P,Z,L,E) =0, PTUP =1,
where ¢ is the parameter that balances the influence of

dictionary D. S represents sparse coefficients in dictionary
learning.

(®)

Solving the Optimization Problem

To solve the above problem, we convert Eq. (8) to the fol-
lowing equivalent minimization problem:

min F(J, K, B) + ¥tr(PTWP) + ¢D(P, D, 5),

9
st.L(P,Z,L,E)=0,Z=J,L=K,PTUP =1 ©
To achieve better convergence for the object function, we

apply inexact augmented Lagrange multiplier (ALM) algo-
rithm (Lin, Chen, and Ma 2010) to solve our problem, with
the augmented Lagrangian function:

F(J,K,E) + ¢tr(PTWP) + ¢D(P, D, S)+

(Y1,Z —J)+ (Y3, L — K) + (Y, PTUP — 1)+

(Yo, L(P, Z,L,E)) + 5(|1L(P, Z, L, B) |+

1Z = JIE + |IL = K[IE + [|1PTUP - 1[[5),
where Y], Y5, Y3, Y, are lagrange multipliers and ¢ > 0 is
a penalty parameter. || - || is the Frobenius norm. (, ) is the
inner product of matrixes. Although there are a few variables
in need of optimization in the Eq. (10), which are difficult to
be optimized jointly, we can optimize them one by one in an
iterative manner.

The detail steps of optimization are outlined in Algo-
rithm 1. Step 1 and 2 can be solved by Singular Value
Thresholding (SVT) (Cai, Candes, and Shen 2010), and
accelerated by many methods, such as (Liu et al. 2012;
Liand Fu 2013). P is updated by Sylvester equation (Bartels
and Stewart 1972) in step 5. Step 7 is solved by the shrinkage
operator (Yang et al. 2009).

(10)



Algorithm 1 Solving Problem (9) by ALM
Input: X = [Xs, X1], A, 0,0, W, U
Initialize: P(using Eq. (6)),Z=J=0,L=K =0,D =1,
E=0Y1=Yo=Y3=Y,=0,u=10"°
while not converged do
1. Fix the others and update J by
J = argmin; %HJH* + %HJ —
2. Fix the others and update K by
K = argming iHKH* + 3|lK —
3. Fix the others and update Z by
Z =1+ XdPPT"Xs) " (X3 PP"™ Xt — Xd PE
—X§PLPT X1 +J + (X3 PYs — Y1) /1)
4. Fix the others and update L by
L= (P"XtX{P - P'XsZX{P - EX{P+ K
+(YaXEP = V3)/p)(1+ PTXr XL P)~?
5. Fix the others and update P by
(29W + X XT)P + 2UPYy = (X1Z — Xs)Ys' +
XsYo"L+9XSTDT, P < orthogonal(P)
6. When P is fixed, D and S can be updated via D(P, D, S).
7. Fix the others and update E by
E = argming %||Ell21 + 3[|£(P, Z, L, E) —
8. Update Y1, Y5>, Y5, Ya,
9. Check the convergence conditions.
end while
output: 7, L. E, J K,P,D,S

(Z +Y1/w&

(L+Ys/p)%

Ya /|

Complexity and Convergency

For simplicity, assume Xg and X are both m X n matrixes.
The size of dictionary D is p x [. The time-consuming com-
ponents of Algorithm 1 are Step 1 to 6. The SVD com-
putation in Step 1-2 take O(n?). The general multiplica-
tion each takes O(n?). The inverse also costs O(n?). Due
to having k& multiplications, Step 3-4 cost (k + 1)O(n?).
Step 5 is Sylvester equation, which takes O(m?). The dic-
tionary learning, Step 6, takes O(2m/(s?l + 2pl)), where s
is the target sparsity. Next, we theoretically demonstrate that
the proposed optimization algorithm will converge to a local
minima, and the convergence speed is affected by the per-
turbation caused by projections on the manifold during the
alteration projection process. We first introduce the notation
used in our proof.

Notation: Pz is the operator to calculate {L, E'} using Z,
P is the operator to calculate {Z, E'} using L and P is the
operator to calculate {Z, L} using E. Z = P/(LPTXg +
E) L= (PTXTZ +E)P and E = PTX1Z + LPT Xs.
P} and P} are the pseudo-inverses of PT X1 and PT Xg.

Theorem 1. ||L(P, Z, L, E)||% converges to a local mini-

mum when P is fixed. And the asymptotical and conver-
gence speed of {Z, L, E} will be accelerated by shrinking:

() [|Azlle/IIZ + Azllp for Z, where Ay = Z + Pz(Z);
Q) |AL|lp/I|IL+ ALl for L, where Ay, = L—&—’Pg( L); (3)
|AE|g/|E + Ag|r for E, where A = E + Pe(E).

Transfer in Two Directions

In this section, we extend the proposed model (Figure 2)
into two directions. In fact, the auxiliary database promises
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the similar modality configuration compared to the objec-
tive one, but is not captured under the exact same situation.
Therefore, it is not enough to only consider the transfer in-
formation between two modalities in the auxiliary database,
as the general transfer learning algorithms do. Our proposed
algorithm allows the knowledge transfer between databases,
which can mitigate the divergence between two databases.
Meanwhile, the latent factor can well recover the missing
modality from two directions. From Figure 1, we can ob-
serve that the missing modality Xt.p is more related to
X.a with class intrinsic structure, and to Xg.g with modal-
ity information. In T'(M) direction, the class structure infor-
mation can help uncover the latent the label and structure
information of the missing data. In T(D) direction, the com-
plete modality information can be transferred from the aux-
iliary database to the objective test modality. In this way, the
learned subspaces would be better for the Missing Modality
Problem.

In different directions, we set Xg = [Xg.5, Xs.B], XT =
Xt.4 to learn the subspace Pr(p) from direction T(D) to
help transfer the modality information between databases.
We also set Xg = [Xs.a, XT.a], XT = X5.B to achieve the
subspace Prqy from direction T(M), which aims to un-
cover the class intrinsic information within database. In our
transfer learning, Py and Pr(p) are updated iteratively:
first compute one direction, then learn another direction us-
ing the data embedded in the previous subspace.

Experiments

We first introduce the databases and experimental settings,
then test the proposed algorithm on convergence property.
Ultimately, comparisons of several transfer learning algo-
rithms on two groups of multimodal databases are presented.

Datasets and Experiments Setting

Experiments are on two sets of multimodal databases: (1)
BUAA (Di, Jia, and Yunhong 2012) and OULU VIS-NIR
face databases'; (2) CMU-PIE? and Yale B face databases>.

BUAA and OULU VIS-NIR Face databases. There are
150 subjects in BUAA database and 80 subjects in Oulu
database, and each has two modalities: VIS and NIR. As for
BUAA, we randomly select 75 subjects with corresponding
VIS images as one modality, and use the left 75 subjects with
corresponding NIR images as the other modality. For Oulu,
we randomly select 40 subjects with corresponding VIS im-
ages as one modality, and the remaining 40 subjects with
corresponding NIR images as the other modality.

CMU-PIE and Yale B Face databases. We focus on two
different modalities: HR and LR in this experiment. We use
part of CMU-PIE and Yale B databases for the experiment.
For CMU-PIE, the Pose C27 with its 68 subjects is used. For
Yale B, the cropped images with its 38 subjects are used. The
HR samples are resized into 32 x 32. For LR samples, we
first resize the 32 x 32 data (HR) to 8 x 8, then resize it to
32 x 32.

"http://www.ee.oulu.fi/~gyzhao/
2http://vasc.ri.cmu.edu/idb/html/face/
*http://vision.ucsd.edu/~leekc/ExtYaleDatabase/Ext YaleB.html
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In total, we have two groups of databases: BUAA&Oulu,
CMU-PIE& Yale B, and each has four datasets (two modali-
ties from two databases). For each group of databases, we
can select one dataset out of four as the test data (miss-
ing modality) and other three as the training data. In both
groups, we randomly select one sample per subject from the
testing data as the reference data. Note, there is no over-
lap between the reference and testing data. We repeat this
five times using the nearest-neighbor as the classifier, and
the average results are reported. There are two groups of ex-
periments: (1) evaluation on convergence and property of
two directions; (2) comparisons with other transfer learn-
ing algorithms. Our methods can work in two modes: Our-I
(without dictionary learning), by setting ¢ = 0; Our-II
(with dictionary learning), by setting ¢ # 0.

Convergence and Property of Two Directions

In this experiment, we first test the convergence and recog-
nition results of Our-I in two directions. Here we define one
outer iteration as first to learn Pp(p), then to learn Pryy).
This is different from the inner iteration of the model in Eq.
(10) that iteratively updates the subspace independently in
one direction. In outer iterations, the proposed transfer learn-
ing updates both subspaces in two directions at each round.

In the convergence and recognition experiments, we first
show results of different inner iterations in two directions us-
ing PCA as the subspace method. We conduct experiments
on CMU-PIE and Yale B face databases, and take HR im-
ages of CMU-PIE as the testing data. LR of CMU-PIE and
LR and HR of Yale B are used for training. The results of
convergence and recognition rate in different inner iterations
are shown in Figure 3 where both of them converge in two
directions. It is observed that the recognition rate converges
very fast in the first several iterations, so in practice, we
choose small inner iterations (less than 20) for the follow-
ing experiments. A small number of iterations also facilitates
the outer iterations as the number of independent basis of the
learned subspace in both directions is gradually decreasing
due to the orthogonalization process in updating.

Next, we show how the results were affected by the num-
ber of dimensions of the projection, and compare with our
model that transfers knowledge only in one direction. We
use the same data setting and apply two subspace learning
methods: PCA and LDA. Two directions with one outer it-
eration is first tested, as shown in Figure 4. In PCA, two di-
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rections with one outer iteration performs better than model
in one direction. In LDA case, however, Pr () direction be-
tween modalities achieves better results than two directions
model. This is because, in PCA case, Pr(p) helps to miti-
gate the divergence between two databases in terms of data
distribution and transfer more modality information to the
objective database, while in LDA case, the label informa-
tion in the auxiliary database may not be applicable to the
objective database. This becomes significant when the num-
ber of classes in two databases are different. Another reason
is the dimensionality of the learned subspace. Since the di-
mensionality is decreasing due to the orthogonality process
in each iteration, we should keep a relative larger number of
dimensionality at the beginning; otherwise, the performance
will degrade as well. However, as to LDA case, the dimen-
sionality is restricted by the number of the class. This ex-
plains why the dimensions of subspace in two directions can
only be 30 in Figure 4 (right).

In addition, we evaluate with more than one outer itera-
tions. Interestingly, we find one outer iteration is adequate
for better results if we tune the dimensions of Prq) and
Pr(p) during the inner iterations appropriately, as shown in
Figure 3. One reason might be that since our method is still
in the line of traditional transfer learning, one outer iteration
is equal to the whole process of traditional transfer learn-
ing methods. Another reason is that more outer iterations
yields even lower dimensionality of the learned subspace,
leading to degenerated results. Therefore, we propose to use
one outer iteration in the following comparison experiments.

Comparison with Other Algorithms

In the second group of experiments, we compare Our-I and
Our-II with TSL (Si, Tao, and Geng 2010), LTSL(Shao et
al. 2012), RDALR(Jhuo et al. 2012), and GFK (Gong et al.
2012) in different subspace settings: PCA(Turk and Pentland
1991), LDA (Belhumeur, Hespanha, and Kriegman 1997),
Unsupervised LPP (ULPP) and Supervised LPP (SLPP) (He
and Niyogi 2004). Tables 1, 2 show the best results with op-
timal dimensions for 4 cases by changing training and test-
ing data settings. Figure 5, 6 show the results in different
dimensions for one case.

It can be seen that Our-I and Our-II perform much better
than compared algorithms. Both LTSL and RDALR perform
better than TSL which demonstrates that low-rank constraint
is helpful in alignment of different domains. Compared to
LTSL and LRDAP that consider one direction knowledge
transfer, Our-I and Our-II work better. One thing is our



Table 1: Best results (%) and optimal subspace dimensions of BUAA and Oulu NIR-VIS face databases, where the test data, respectively,
are NIR of BUAA (Case 1), VIS of BUAA (Case 2), NIR of Oulu (Case 3) and VIS of Oulu (Case 4).

Methods [ Case 1 [ Case 2 [ Case 3 [ Case 4
) l PCA [ LDA [ ULPP [ SLPP [ PCA [ LDA [ ULPP [ SLPP [ PCA [ LDA [ ULPP [ SLPP [ PCA [ LDA [ ULPP [ SLPP ]
TSL 35.8(70)| 31.3(90) | 29.2(80)| 36.8(55)| 37.0(60)] 28.3(90)] 38.2(90)| 46.8(85)| 39.2(60)| 42.2(55)| 47.3(70)| 45.7(350)] 31.5(90)] 40.3(40)| 39.2(60)| 36.2(50)
LRDAP 40.2(90) | 38.5(70) | 42.8(85) | 47.2(75)| 33.7(60) | 34.5(70)| 39.8(85) | 50.2(80) | 41.3(75)| 36.5(80)| 42.3(90)| 48.2(80)| 39.7(70) | 42.3(80) | 47.5(75)| 49.3(90)
GEK 383(90) | 12.7(39) | 40.2(45)| 39.5(60)| 42.3(95)| 15.8(35)| 39.2(90)| 48.3(90)| 39.5(90)| 26.8(70)| 28.3(80)| 45.3(80)| 39.2(90)| 38.3(60)| 42.8(90)| 29.3(85)
LTSL 472(90) | 42.3(80) | 50.8(90) | 53.5(70)| 38.3(90)| 41.3(80)| 41.280)| 56.7(90) | #1.8(90)| 50.7(60)| 48.2(30)| 54.7(80)| 43.3(50)| 48.2(85)| 52.3(80)| 58.8(90)
Our-I 52.3(80) | 48.7(80) | 59.7(70) | 63.7(75) | 49.8(80) | 43.2(80) | 49.3(70) | 60.7(90) | 48.3(80)| 56.8(50) | 50.8(90) | 55.7(95)| 46.3(90)| 67.5(50)| 58.2(90) | 68.5(80)
Our-Il 57.2(60) | 51.3(65)| 56.8(85)| 64.5(70)| 50.2(80) | 42.8(70)| 50.7(80)| 62.7(90)| 49.8(90)| 55.7(60)| 52.2(60)| 56.5(80)| 47.3(50)| 66.2(85)| 59.7(80)| 68.8(90)
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Figure 5: Results of six algorithms on Oulu vs. BUAA NIR-VIS face databases (Case 1) in four different subspaces. Subspace

methods from left to right are PCA, LDA, ULPP and SLPP.

Table 2: Best results (%) and optimal subspace dimensions of CMU-PIE and Yale B face databases, where the test data, respectively, are HR
of CMU-PIE (Case 1), LR of CMU-PIE (Case 2), HR of Yale B (Case 3) and LR of Yale B (Case 4).

Methods [ Case 1 [ Case 2 [ Case 3 [ Case 4
[ PCA T LDA [ ULPP [ SLPP | PCA [ LDA [ ULPP [ SLPP [ PCA [ LDA [ ULPP | SLPP | PCA [ LDA [ ULPP [ SLPP |
TSL 22.060) [ 9.1(N/A)[ 22.2(60) [ 22.8(55)] 20.3(60) | 50.8(50) | 27.4(60) | 48.7(50) | 25.4(40) [ 82(N/A)[ 35.3(55)| 35.5(45)[ 20.0(55)] 21.3(55)] 15.2(20) [ 20.3(50)
LRDAP | 42.1(40) | 42.8(50) | 44.5(60) | 48.3(55)| 42.8(30)| 47.8(45)| 50.1(55)| 47.3(50) | 38.3(45)| 38.940) | 38.5(60) | 37.4(35)| 42.3(40)| 42.9(50) | 45.1(60) | 47.8(55)
GFK 17.3(20) | 12.3(30) | 40.2(35)| 52.8(55)| 17.3(30) | 24.1(30)| 23.4(40) | 49.8(40) | 8.3(N/A)[ 11.2(30)| 40.7(60) | 37.8(50)| 8.3(30) | 27.8(15)| 33.3(60) | 32.2(50)
LTSL 56.3(65) | 60.1(50) | 49.2(35) | 49.7(50) | 47.8(35) | 54.5(40) | 56.7(35)| 53.2(45)| 40.4(45)| 43.2(35)| 39.3(55)| 38.4(60)| 32.1(30)| 35.6(50)| 37.8(35)| 36.7(45)
Our-I 60.8(65) | 74.5(30) | 59.5(55)| 62.6(55)| 53.2(35)| 60.3(60) | 58.4(45)| 54.5(50)| 41.3(50)| 45.1(40)| 42.2(50) | 43.4(50)| 38.4(55)| 37.8(30)| 41.6(55 | 41.3(35)
Our-IT 61.3(55) | 73.140) | 60.2(45)| 63.5(55)| 54.8(35)| 62.5(45)| 59.7(40)| 54.2(45)| 42.440)[ 47.2(50)| 43.3(50) | 45.4(55)| 37.1(35)| 37.6(50) | 42.2(45)| 43.2(50)
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Figure 6: Results of six algorithms on CMU-PIE vs. Yale B face databases (Case 1) in four different subspaces. Subspace

methods from left to right are: PCA, LDA, ULPP and SLPP.

method can compensate missing modality from one database
to another, which is also helpful in knowledge transfer be-
tween modalities in the same database. In LDA case, our
method only learns the subspace in one direction between
modalities, but still achieves good performance. We attribute
this to the latent factor from the source data which uncovers
the missing information of the testing data. Furthermore, we
can see that Our-II performs better than Our-I in most cases.
This concludes that the dictionary constraint is also useful in
finding common subspace suitable for the missing modality,
as it can accurately align two domains.
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Conclusion

In this paper, we proposed a novel Latent Low-rank Trans-
fer Subspace Learning (L2TSL) algorithm for the Missing
Modality Problem. With the auxiliary database, our algo-
rithm is capable of transferring knowledge in two directions,
between modalities within one database and between two
databases. By introducing a dictionary and latent low-rank
constraints, our algorithm can learn appropriate subspaces to
better recover the missing information of the testing modal-
ity. Experiments on two groups of multimodal databases
have shown that our method can better tackle the missing
modality problem in knowledge transfer, compared to sev-
eral existing transfer learning methods.
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