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Abstract

Structured preference domains, such as, for example, the do-
mains of single-peaked and single-crossing preferences, are
known to admit efficient algorithms for many problems in
computational social choice. Some of these algorithms ex-
tend to preferences that are close to having the respective
structural property, i.e., can be made to enjoy this property
by performing minor changes to voters’ preferences, such as
deleting a small number of voters or candidates. However, it
has recently been shown that finding the optimal number of
voters or candidates to delete in order to achieve the desired
structural property is NP-hard for many such domains. In this
paper, we show that these problems admit efficient approxi-
mation algorithms. Our results apply to all domains that can
be characterized in terms of forbidden configurations; this in-
cludes, in particular, single-peaked and single-crossing elec-
tions. For a large range of scenarios, our approximation re-
sults are optimal under a plausible complexity-theoretic as-
sumption. We also provide parameterized complexity results
for this class of problems.

1 Introduction

Collective decision-making plays an important role in the
functioning of multi-agent systems. Typically, it is assumed
that agents are given a set of alternatives (sometimes also
called the candidates), and need to select a non-empty sub-
set of this set; each agent’s preferences over the candidates
are usually represented by a total order over the candidate
set. Making a collectively optimal choice in this setting is
often a difficult problem, as evidenced by Arrow’s classic
impossibility result (1951). Therefore, collective decision-
making is often studied under the assumption that agents’
preferences satisfy additional constraints.

Perhaps the most famous example of a restricted pref-
erence domain is the domain of single-peaked preferences
(Black 1958); other examples include single-caved prefer-
ences (Inada 1964), single-crossing preferences (Mirrlees
1971), value-restricted preferences (Sen 1966), and group-
separable preferences (Inada 1964; 1969). Many of these
domains enjoy desirable social choice-theoretic properties,
such as transitivity of the majority relation and existence
of a strategyproof social choice rule (Barbera and Moreno
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2011). Moreover, it has recently been shown that many hard
algorithmic problems pertaining to voting and elections be-
come easier if the voters’ preferences can be assumed to be
single-peaked or single-crossing (Faliszewski et al. 2011;
Brandt et al. 2010; Cornaz, Galand, and Spanjaard 2012;
2013; Skowron et al. 2013); it seems plausible that some of
these results could be extended to other restricted domains.
Further, some of these efficient algorithms can be modified
to work for preference profiles that are close to being single-
peaked or single-crossing, for an appropriate notion of close-
ness (Faliszewski, Hemaspaandra, and Hemaspaandra 2014;
Cornaz, Galand, and Spanjaard 2012; 2013; Yang and Guo
2014a; 2014b).

Now, suppose that we have a polynomial-time algorithm
for some voting-related problem on a restricted domain D.
To use this algorithm, we may have to be able to detect
whether a given election belongs to D. For commonly stud-
ied domains, such as single-peaked and single-crossing pref-
erences this can be done efficiently (Bartholdi and Trick
1986; Escoffier, Lang, and Oztiirk 2008; Bredereck, Chen,
and Woeginger 2013b; Elkind, Faliszewski, and Slinko
2012). However, it has recently been shown that determin-
ing if an election is close to being in a restricted domain is
computationally difficult, for many such domains and many
notions of closeness. More specifically, Erdelyi et al. (2013)
focus on the single-peaked domain, and investigate the com-
plexity of computing the “distance” between a given elec-
tion and this domain. They consider a variety of distance
measures, such as the number of voters or candidates that
need to be deleted or the number of candidate swaps that
need to be performed to make the election single-peaked, as
well as distances that are based on splitting voters or can-
didates into several groups. In particular, Erdelyi et al. show
that finding a minimum-size set of voters to delete in order to
make an election single-peaked is NP-hard; in contrast, for
candidate deletion this problem is in P. A related paper by
Bredereck et al. (2013a) only considers two distance mea-
sures, namely, the candidate deletion distance and the voter
deletion distance, but explores several restricted preference
domains, including single-caved and single-crossing pref-
erences, best-/worst-/medium-/value-restricted preferences
and group-separable preferences. It shows that many of the
associated computational problems are NP-hard; an impor-
tant exception is the problem of finding a minimum-size set



of voters whose deletion results in a single-crossing elec-
tion, which admits a polynomial-time algorithm. These NP-
hardness results present a difficulty if one wants to use ef-
ficient algorithms for nearly structured domains, as some of
these algorithms rely on knowing the “distance” to the re-
spective domain.

It is then natural to ask if these hardness results can be cir-
cumvented using approximation algorithms and/or parame-
terized algorithms. The main contribution of our paper is an-
swering this question in the affirmative for the voter deletion
distance and the candidate deletion distance, and for a large
family of restricted domains. Specifically, our results apply
to any restricted domain that can be characterized in terms
of forbidden configurations (see Section 2); this includes all
domains discussed by Bredereck et al. (2013a). We demon-
strate that for any such domain D the problem of finding
the smallest number of voters/candidates to delete in order
to obtain an election in D admits an efficient approximation
algorithm. To do so, we reduce our problem to the classic
HITTING SET problem. The approximation ratio on our al-
gorithm is determined by the size of the largest forbidden
configuration used to characterize D, which is typically a
small integer. For the voter deletion distance and several re-
stricted domains (including, notably, the single-peaked do-
main), we can improve the approximation ratio of our al-
gorithm by using a more elaborate reduction to HITTING
SET; this approach results in a 2-approximation algorithm.
We show that this result is optimal subject to the Unique
Games Conjecture (Khot and Regev 2008), which is a well-
known complexity-theoretic assumption.

Our reduction to HITTING SET also allows us to use pa-
rameterized algorithms for this problem, resulting in FPT al-
gorithms for our problem. For a summary of approximation
and FPT results, we refer to Table 1.

For voter deletion, we also consider the setting where we
need to delete more than half of the voters. In this case, it is
more natural to focus on computing the number of surviving
voters. We show that this problem is W[1]-complete, and
cannot be approximated within n' ¢ unless P # NP.

We omit some proofs due to space constraints.

2 Preliminaries

Given a positive integer s, we write [s] to denote the set
{1,...,s}. When discussing fixed-parameter algorithms,
we use the standard notation of parameterized complexity,
and write O* (f(k)) as a shorthand for O(f (k) -n®M), i.e.,
the O* notation ignores polynomial factors.

Elections and restricted preference domains. An election
is described by a set of candidates C = {c1,...,¢n} and a
list of votes V' = (v1,...,vy), where each v;, ¢ € [n],is a
complete order over C'; we refer to v; as the vote, or prefer-
ences, of voter i, and write E = (C, V). The list of votes V
is sometimes called the preference profile. If v; ranks candi-
date a above candidate b, we write a >; b or v; : ab. Given a
list of votes V', we write V/ C V if V’ can be obtained from
V by deleting some of the votes; further, given V' C V', we
write V'\ V' to denote the list of votes that can be obtained
from V' by removing the votes in V.
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In what follows, we discuss restricted preference do-
mains, i.e., sets of elections that satisfy certain properties.
The most prominent examples of such domains are single-
peaked preferences and single-crossing preferences.

Definition 1. A vote v; over a candidate set C' is said to be
single-peaked with respect to a complete order > over C' if
for every triple of candidates a, b, c € C'such thata > b > ¢
or ¢ > b > a it holds that a >; b implies b >; c. An
election E = (C,V) is said to be single-peaked if there
exists a complete order > over C' such that every vote in V/
is single-peaked with respect to >.

Definition 2. An election E = (C,V), where V =
(v1,...,vn), is said to be single-crossing with respect to V
if for every pair of candidates a,b € C such that a >; b
all voters in V' that rank a above b precede all voters in
V that rank b above a. Further, E = (C,V) is said to be
single-crossing if the votes in V' can be permuted so that £/
is single-crossing with respect to the resulting ordering V.

Our results apply to several other restricted preference
domains, including worst-/best-/medium-/value-restricted,
single-caved and group-separable preferences. We define the
first four of these domains in Section 3. The remaining def-
initions are omitted, as they are not essential for our presen-
tation; see, e.g., (Bredereck, Chen, and Woeginger 2013a).

3 Configurations

A condition on a set of variables X = {x1,...,2;} is a
Boolean formula with pairwise comparisons of zy,...,
as atoms. For instance, ¢ : 1 > zo A x3 > x4 (or short:
@ : xi1x9 A x324) is a condition on {x1,x9,x3,24}. Let
[|¢|| denote the description size of a condition. Since we
only consider conditions over domains of small constant
size, the representation details do not affect the complex-
ity of our algorithms. A configuration is a set of conditions
O = {¢1,...,0s}, where all ¢;, i € [s], are conditions over
the same set of variables. We denote by s(®) the number of
conditions in ® and by X (®) the set of variables that occur
in ®; also, we write t(P) = | X (P)|. We refer to a configu-
ration @ with s(®) = s, t(P) = ¢ as an (s, t)-configuration.

The following definition plays a central role in this paper.

Definition 3. Given a mapping £ : X — C' and a condition
¢ over X, let £(¢) denote the Boolean formula obtained by
replacing all variables in ¢ according to £. We say that a vote
v over C fulfills ¢ with respect to § (and write v }=¢ ¢) if
v is a model for £(¢). An election E = (C,V) is said to
contain a configuration ® = {¢1, ..., ds} with X (@) = X
if there exists a mapping £ : X — C and s distinct votes
Viy, ..., v, €V suchthatv;; |=¢ ¢; forall j € [s].

Example 1. Consider an election E = (C, V'), where C' =
{c1,¢a,¢3,¢4}, V = (v1,02), U1 : Cc1€aC3C4, Va2 @ C4C1CaCs,
and a configuration ® = {¢1, ¢}, where ¢ : abc, ¢2 : bea.
Then E contains . Indeed, if we set £(a) = ¢4, £(b) = ¢y,
&(e) = co,viy, = V2,04, = V1, We get vy, = P1, Uiy e Po.

We will now introduce five configurations that will play
an important role in this paper.



r Approximation ~ FPT runtime for VDEL  FPT runtime for CDEL
VDEL CDEL k< n/2 k>n/2

Single-peaked / Single-caved 2 P O*(1.28%)  0*(2.08%) P

Single-crossing P 6 P P 0*(5.07%)

Best-/Medium-/Worst-restricted 2 3 0O*(1.28%)  0*(2.08%) 0*(2.08%)

Value-restricted 3 3 0*(2.08%)  0*(2.08%) 0*(2.08%)

Group-separable 2 4 0*(1.28%)  0*(2.08%) 0*(3.15%)

Table 1: Approximation and FPT algorithms for I'-VDEL and I'-CDEL.

Definition 4. The «-configuration is a (2,4)-configuration
d, with conditions

¢1 :abc ANdb, s :cba A db.

The worst-diverse configuration is a (3, 3)-configuration
® y with conditions

¢1:acNbe, ¢ :abAch, @3 :ba A ca.

The best-diverse configuration is a (3, 3)-configuration
® g with conditions

¢1:abANac, ¢2:baNbe, ¢3:caAch.

The medium-diverse configuration is a (3, 3)-configura-
tion @, with conditions

@1 : bacV cab, @9 :abcV cba, ¢3:achV bea.

The value-diverse configuration is a (3, 3)-configuration
® - with conditions

¢1 :abe, @9 :bca, ¢P3: cab.

An election is said to be worst-restricted if it contains no
occurrences of ® y; best-restricted, medium-restricted, and
value-restricted elections are defined similarly.

We will now formulate two simple conditions on config-
urations.

Definition 5. A configuration ® is exact if every preference
order over X (®) fulfills at most one condition in ®. Further,
® is partitioning if every preference order over X (®) fulfills
exactly one condition in P.

Observe that ¢, @y, P, )/, and & are exact con-
figurations; further, ®y, @5, and @), are partitioning, but
®,, and ® - are not.

The notion of partitioning configuration will play an im-
portant role in Section 5. We will now describe an efficient
algorithm for checking whether an election E contains an
exact configuration ®.

Proposition 6. Given an exact configuration ® with s(P)
s, t(®) = t and an election E = (C,V) with |C| = m,
V| = n, we can detect whether E contains ® in time
o(l[@|[nm).

Proof. We can go over all ordered ¢-tuples of elements of
C. Each such tuple can be interpreted as a mapping & from
X = X(®) to C. For each such mapping, we set &' = P
and go over the votes in V' one by one. For each vote v € V,
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we check whether v |=¢ ¢, for some ¢; € ®'; this can be
done in time O(||®||). Note that, since ® is exact, there can
be at most one such condition. If v |=¢ ¢;, we remove ¢;
from ®’, and repeat this process with the next vote in V. If
@’ becomes empty, we return “yes” and stop. If all votes in
V have been processed, but ' remains non-empty, we move
on to the next mapping £ : X — C (and reset &' = ). If
we have enumerated all mappings ¢ : X — C, we stop and
output “no”. The correctness of this algorithm and the bound
on its running time are immediate. O

If ® is not exact, the algorithm described in the proof of
Proposition 6 may fail to work correctly. However, by con-
sidering all mappings £ : X — C' and all ordered s-tuples
of voters in V', we can check whether E contains ® in time
O(||@|[nm?).

We say that a preference domain D is characterized by
a set of forbidden configurations T' = {®1,...,®,} if for
every election E we have E € D if and only if E' does not
contain any of the configurations in I'.

By definition, the domains of worst-restricted, best-
restricted, medium-restricted, and value-restricted elections
can be characterized by sets of forbidden configurations that
consist of a single (3, 3)-configuration each. Moreover, the
following results are known.

e The domain of single-peaked preferences is characterized
by the set of forbidden configurations {®,, ® v} (Ballester
and Haeringer 2011).

e The domain of single-crossing preferences is character-
ized by a set of forbidden configurations {®.,, &5}, where
®., is a (3, 6)-configuration and ®; is a (4, 4)-configuration
(Bredereck, Chen, and Woeginger 2013b).

e The domain of single-caved preferences is characterized
by a set of forbidden configurations {®5, 5}, where @ is
a (2,4)-configuration (Ballester and Haeringer 2011).

e The domain of group-separable preferences is character-
ized by a set of forbidden configurations {®g, @,/ }, where
®g is a (2, 4)-configuration (Ballester and Haeringer 2011).
Each of the configurations ®4, ®3, ®,, @5 is exact.

We set 'y = {(bw}, I'p = {(PB}, 'y = {CI)M},
FC = {(I)C}, 1_‘sp = {q)ou q)W}: Fscv = {(I’Ec; (DB}: I‘sc =
{®, @5} Ly = {Pp, P }.

We will now define the two families of computational
problems that will be the focus of this paper. Both families
are parameterized by a set of configurations I'.



I'-VDEL
Instance:
Question:

An election E = (C, V)

Find the smallest % such that for some V' C
V with |V’| = k the election (C,V \ V')
contains no configurations from I'

I'-CDEL
Instance: An election E = (C,V)
Question: Find the smallest k such that for some C’ C

C with |C’| = k the restriction of E to C'\
C’ contains no configurations from I’

4 A Simple Conversion to Hitting Set

In this section, we describe a straightforward transformation
from I'-VDEL and I'-CDEL to the classic HITTING SET
problem. We start by defining this problem formally.
d-HITTING SET
Instance: A finite set A and a collection 7 of subsets
of A, where |S| < dforall S €T
Question: Find the smallest k such that there is a set
A’ C Awith|A'| = k satisfying A'NS # ()
foreach S € T

Theorem 7. Let I' be a set of exact configurations, let
Tl = > ecr||®[|, and let s = maxgers(®), t =
maxger t(®). Then an instance E = (C, V') of I'-VDEL
(respectively, T-CDEL) with |C| = m, |V| = n can be re-
duced to an instance (A, T ) of d-HITTING SET with d = s
(respectively, d = t) in time O(||T'|| nm") so that the opti-
mal number of voters (respectively, candidates) to delete in
E equals the optimal size of the hitting set for (A, T).

Proof. We first consider I'-VDEL. Given an election £ =
(C,V), we set A = V. Further, for each occurrence of a for-
bidden configuration from I' in £ we add the corresponding
set of voters to 7. We obtain an instance of d-HITTING SET
with d = maxgcr $(P). For I'-CDEL, the reduction is sim-
ilar: we set A = C, and the sets in T correspond to sets of
candidates in occurrences of configurations from I" in E.
Let (A, T) be the instance of d-HITTING SET produced
by our reduction. Suppose that we can eliminate all occur-
rences of the configurations in I from E by deleting a set
of voters V' C V. Then V' intersects every set in T, so
(A,T) admits a hitting set of size |V’|. Conversely, if A’
is a hitting set for (A, T), then by deleting the correspond-
ing voters from V' we ensure that our election contains no
configurations in I'. A similar argument works for I'-CDEL.
To implement this reduction, we go over all configurations
in I', and, for each configuration ®, detect all occurrences
of ® in E using a modification of the algorithm described
in Proposition 6. This establishes the bound on the running
time of our reduction. O

This simple conversion enables us to use the techniques
developed for d-HITTING SET in order to solve I'-VDEL
and I'-CDEL whenever all configurations in I are exact and
t = maxger (D) is bounded by a small constant; this is the
case for all sets of forbidden configurations considered in
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this paper. These techniques include, in particular, approxi-
mation algorithms and FPT algorithms for d-HITTING SET.
However, the running time and/or solution quality of these
algorithms often depends on the value of d. Thus, it would
be desirable to have a reduction that produces an instance
of d-HITTING SET with a smaller value of d. We will now
see that this is indeed possible for I'-VDEL, for several im-
portant sets of forbidden configurations I', including the one
that characterizes single-peaked preferences.

S An Improved Conversion to Hitting Set

Our improved conversion from I'-VDEL to d-HITTING SET
relies on the notion of a partitioning configuration (Def-
inition 5). Given an election E = (C,V) and a map-
ping £ : X — C, a partitioning (s, t)-configuration & =
{¢1,...,¢s} with X (®) = X induces a partition of V' into
ssets V..., VE where V& = {v € V | v |=¢ ¢;} for
each i € [s]. Using this observation, for I'-VDEL we can
strengthen Theorem 7 as follows.

Theorem 8. Let ' be a set of exact configurations, let
Tl = Y ecr |, and let s = maxgers(P), t =
maxger t(P), where s > 3. Suppose also that T' con-
tains exactly one configuration ®* with s(®%) = s, and
this configuration is partitioning. Then, given an instance
E = (C,V) of T-VDEL with |C| = m, |V| = n, where
the optimal solution size is less than :”1 we can construct
s instances of (s — 1)-HITTING SET in time O(||T|| nm!)
so that the optimal number of voters to delete in E equals
min, (s |A;|, where A; is an optimal hitting set for the i-th
instance.

Proof. We construct s instances of (s — 1)-HITTING SET,
denoted by (A,T1),(A,T2),..., (A, Ts). Weset A = V.
The sets 71, . .., T4 are constructed in three steps.
Step 1. Let & = {¢1, ..., ¢s} be the unique configuration
inT with s(®1) = s;let X = X(PT). As explained above,
for every mapping £ : X — C, ®T defines a partition of V/
into sets of votes Vf, ..., V&, Pick a mapping ¢ that maxi-
mizes the size of the smallest set in {V;°, ..., V&}. For each
i € [s], initialize 7; by setting 7; = {{v} | v € Vf}
Step 2. Let V_; = V \ V¢ forall i € [s]. We will now it-
erate over all mappings ¢’ : X — C and for every such
mapping we consider its induced partition of V_;. We de-
note the sets in this partition by Vf e Vflvi and assume
without loss of generality that [V} /| < ... < |V, For
each tuple (v;,,..., v, ) € V' % x V5! we add the
set {viy,...,v;,_, tto T
Step 3. It remains to deal with configurations in '\ {®*};
by our assumption, we have s(®) < s — 1 for every ® €
'\ {®*}. We handle them in the same way as in Theorem 7,
i.e., for each i € [s] and each @’ € T'\ {®} we add to 7; all
sets of voters that correspond to occurrences of @’ in E.
This completes the description of our reduction. The
bound on its running time is immediate. Also, each 7,
i € [s], only contains sets of size s — 1 or less, i.e., we
have constructed s instances of (s — 1)-HITTING SET. Let




A; be an optimal solution for (A, 7;). To complete the proof,
we will show that for each ¢ € [s] (1) removing the voters
in A; from E results in an election that contains no con-
figurations from I', and (2) if one can ensure that £ con-
tains no configurations from I' by deleting a set of votes
V' ={vi,...,vi.}, k < 25, then V' is a hitting set for at
least one of the instances (A4, T1),. .., (A, Ts).

To prove the first claim, fix ¢ € [s] and consider a con-
figuration ® € . If & # ®T, the claim is immediate: A;
intersects each set of voters corresponding to an occurrence
of ® in E, so by removing A; we eliminate all occurrences
of ®. Now, suppose that ® = &+ = {¢,...,¢s}. Con-
sider some occurrence of ®* in E; it corresponds to a map-
ping & : X — C and a set of votes {v;,,...,v;, }, where
vi; e @5 for j € [s]. If &’ = &, then we have Vf C A,
and hence no vote in (C, V'\ A;) fulfills ¢; with respect to &'.
Now, suppose that §’ # £. If v, € Vf for some j € [s], then

v;, € Aj;, and we are done. Otherwise we have v;, € Vf’l
for all j € [s]. But then the set {v;, | 1 < j < s — 1}
belongs to 7;, and therefore A; intersects it. This completes
the proof of our first claim.

To prove the second claim, consider a set of votes V' =
{viy,...,v; } such that ' = (C,V \ V') contains no con-
figurations from I'. Note first that V'’ has to contain at least
one of Vf, ..., V& indeed, if V' \ V' intersects each of

S

Vf, e Vf , the votes in the intersection would correspond
to an occurrence of ®*. Thus, suppose that Vf C V’ for
some ¢ € [s]. We will now argue that V' is a hitting set for
(A, T;). Consider a set S € 7;. If S is a singleton that has
been added to 7; during the first step, then we are done, since
S = {v;} forsome v; € V¢, and V¢ C V'.If S corresponds
to an occurrence of a configuration in '\ {®*}, we are done,
too, since V" hits all occurrences of this configuration.

Finally, suppose that S = {v;,,...,v;,_, } where v;, €
Vfl’i forall £ € [s—1]. We will now argue that if V/N.S = (),
then |V'| > 5. To see this, suppose that V'NS = (. Then
stl’i C V', Indeed, if this is not the case, consider a vote
v; € VE. All of the votes in S U {v;} are present in E/ =
(C,V'\ V'), and hence E’ contains an occurrence of T, a
contradiction. As we also have Vf C V' for some i € [s],
and V& i N VS =0, it follows that [V'| > |V&"i| 4+ V5] It
remains to prove that [V 4 V] > L.

To establish this, let y = |V,¥| and z; = |V* | for j € [s];
we need to show that y + z5 > ﬁ We have 21 < 25 <
+++ < 2, and hence z, > 15 (22 + - + z,) Further, by
our choice of £ we have y > z1 and therefore zo+- - -+ 2
n —y — z1 > n — 2y. Thus, we obtain
n—2y n s—3 n
s—1 —s—1 s—17
where the last inequality follows since we assume s > 3.

We have argued that if V" fails to intersect some set in 7;,
then [V'| > 5. This completes the proof. O

The constraint on the true size of the optimal solution for
I'-VDEL in Theorem 8 may appear to be significant (and
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difficult to check). However, in Section 6 we will see that it
does not affect our ability to design efficient approximation
algorithms for I'-VDEL.

Further, we remark that Theorem 8 only provides an im-
proved reduction for I'-VDEL, and not for I'-CDEL. This is
because there is no direct analogue to the notion of a parti-
tioning configuration for the latter problem.

Optimality of the Conversion

We will now show that the improved conversion is optimal,
by providing a reduction from d-HITTING SET to I'-VDEL
and thus establishing equivalence between these two prob-
lems. To make the theorem as widely applicable as possible,
we introduce the notion of a solid subconfiguration.

Definition 9. Consider a configuration ® with X = X (®),
and a subset X’ of X with | X'| > 2. Let ®[X’] be the re-
striction of ® to X’. We say that ®[X'] is a solid subconfig-
uration if for every z,y € X' there exists a condition ¢ € ®
such that ¢ implies > y.

Example 2. Consider the configuration ®,. The subcon-
figuration ®,,[{a, b, c}] is solid, whereas «[{a, b, d}] is not
solid since neither ¢; nor ¢, implies b > d.

Theorem 10. Consider a set of configurations I and a con-
figuration ® € T. Suppose that there exists an election
E=(C,V)withV = (v1,...,v,) such that r > 3 and

1. FE contains ®;

2. for every ®' € T there exists a solid subconfiguration of
' such that for every i € [r—1] the election (C,V\{v;})
does not contain this solid subconfiguration.

Then there exist a polynomial-time reduction from (r — 1)-
HITTING SET to I'-VDEL that is approximation-preserving.

The conditions of Theorem 10 are satisfied by I' € {I'yy,
I'p,Tm. Ty Doy Tgs} with 7 = 3 and by I'c with r = 4.
However, they are not satisfied by I';. (for any 7). This is
not surprising since I'y.-VDEL is in P, and thus a reduction
from HITTING SET would imply P = NP.

We will now illustrate how these conditions are satis-
fied for » = 3 and I'y,. Consider the configuration ®, and
the election £ = (C,V), where C = {a,b,c,d}, V =
(v1,v2,v3), v1 : dabe, vo @ deba, v : dacb. This election
satisfies the conditions of Theorem 10. Indeed, it contains
®,, in the first two votes. If one of these two votes is deleted,
the resulting election no longer contains the solid subcon-
figuration ®,[{a,b,c}] (see Example 2). Further, @y is a
solid subconfiguration by itself, and it can be eliminated by
removing any of the three votes. Thus, 2-HITTING SET ad-
mits an approximation-preserving reduction to I'y,-VDEL.

Finally, let us remark that, while Theorem 10 works for
r = 4 and I' ¢, it does not work for » = 4 and 'y, I'g, or
I'ps. The reason is that 'y, I'p, and I'y; are partitioning,
and this can be shown to imply that the second condition of
Theorem 10 does not hold for r» = 4.

6 Approximation Algorithms

We now present the first application of our reductions. Since
d-HITTING SET allows for a factor-d approximation (Even



d| 2 | 3| 4|5 |6
ca | 1.28 [ 2.08 [ 3.15 | 411 | 5.07

Table 2: Currently best algorithms for d-HITTING SET with
a runtime of O*(c4*), where k is the optimal solution size

and Bar-Yehuda 1981), we are able to approximate I'-VDEL
and I"-CDEL up to a constant factor for all sets of forbidden
configurations I" considered in Section 3.

Theorem 11. Let I be a set of configurations and let s =
maxger $(P), t = maxger t(P). Then I-VDEL admits a
polynomial-time s-approximation algorithm, and I'-CDEL
admits a polynomial-time t-approximation algorithm. More-
over, if T' contains a unique configuration ® with s(®) = s,
s > 3, and this configuration is partitioning, then I'-VDEL
admits an (s — 1)-approximation algorithm.

Proof. The first claim follows immediately from Theorem 7
and the fact that d-HITTING SET admits a polynomial-time
d-approximation algorithm. Now, suppose that I" contains
a unique configuration ® with s(®) = s, and P is parti-
tioning. We then use the reduction described in the proof of
Theorem 8, and obtain s instances of (s — 1)-HITTING SET.
We run the (s — 1)-approximation algorithm for (s — 1)-
HITTING SET, and obtain s sets Ay, ..., As. We return the
set of voters that corresponds to the smallest of these sets.
To see why this approach is correct, observe first that
by Theorem 8 each of the sets A, ..., As corresponds to
a feasible solution to our instance of I'-VDEL. Now, let k
be the size of the optimal solution for our instance of I'-
VDEL. If £ < sfl, then by Theorem 8 one of our in-
stances of (s—1)-HITTING SET has a hitting set of size k, so
min;epq |As| < (s — 1)k. Otherwise we have (s — 1)k > n,
so even the solution that deletes all voters (and hence any of
the sets A;) is within a factor of (s — 1) from optimal. [

Corollary 12. ForT' € {T'yw,T'5,Ta, Ty, Tyer, Des ) the
problem I'-VDEL can be approximated within a factor of
2, and T' ¢-VDEL can be approximated within a factor of 3.
Moreover, the problem I'-CDEL can be approximated within
a factor of 3 forT' € {T'w,T'p, Ty, T}, within a factor
of 4 for I = Ty, and within a factor of 6 for I' = T'y.

The reduction in the proof of Theorem 10 is approxima-
tion preserving, and it is known that a d-approximation of
d-HITTING SET is optimal under the assumption that the
Unique Games Conjecture holds (Khot and Regev 2008).
Thus, we immediately obtain the following result.

Corollary 13. Assuming the Unique Games Conjecture, the
approximation results for I'-VDEL in Table 1 are optimal.

7 Fixed-Parameter Algorithms
Fixed-parameter algorithms for I'-VDEL can be obtained by
utilizing FPT algorithms for d-HITTING SET (Chen, Kanj,
and Xia 2010; Wahlstrom 2007; Fernau 2010). The currently
best runtimes for d-HITTING SET are displayed in Table 2.

Theorem 14. Let T' be a set of configurations, and let
s = maxger $(P), t = maxger t(P). Then I'-VDEL can
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be solved in time O*(c,*), and T-CDEL can be solved in
time O*(c;¥), where k is the size of the optimal solution and
cs IS taken from Table 2. Moreover, if k < n/2, T contains
a unique configuration ® with s(®) = s, and  is partition-
ing, then T-VDEL can be solved in time O*(ck_,), where k
is the size of the optimal solution.

8 Deleting Almost All Votes

The approximation algorithm described in Section 6 is use-
ful when the size of the optimal solution for I'-VDEL does
not exceed n,/2. However, it may also be the case that, to
eliminate configurations in I', we need to delete almost all
voters. In this case, it is trivial to find a 2-approximate so-
Iution to I'-VDEL: simply deleting all voters provides a 2-
approximation. Thus, a more fine-grained approach is to try
to approximate the number of surviving voters; we refer to
this variant of our problem as I'-VDEL™. It turns out that
I'-VDEL™ is hard to approximate for many sets I'.

Theorem 15. Consider a set of configurations I and a con-
figuration ® € TI'. Suppose that there exists an election
E=(C,V)withV = (vy,...,v,) such that n > 3 and

1. E contains ®;

2. for every ®' € T there exists a solid subconfiguration of
' such that for every i € [n—1] the election (C, V\{v;})
does not contain this solid subconfiguration.

Then there exists a polynomial-time reduction from IN-
DEPENDENT SET to I' VDEL™ that is approximation-
preserving.

Since INDEPENDENT SET cannot be approximated within
n'~¢ unless P = NP (Hastad 1999; Zuckerman 2006), we
obtain the following corollary.

Corollary 16. ForT' € {T'w,I's,Tnm,T ¢, Tsp, Tsevs Tos )

I'-VDEL™ cannot be approximated within n'~¢ unless P =
NP.

Finally, we characterize the parameterized complexity of
I'-VDEL™.
Theorem 17. I'-VDEL™ parameterized by the size of the
optimal solution is W[1]-complete.

9 Conclusions

We have investigated the complexity of approximating the
distance between a given election and a restricted prefer-
ence domain, for two natural distance measures and many
well-known restricted preference domains. Our results are
broadly positive: they include polynomial-time approxima-
tion algorithms whose approximation ratio is bounded by
a small constant and reasonably fast FPT algorithms. The
reader may wonder if improving the approximation ratio
of our algorithms, e.g., for I's,-VDEL from 3 to 2, by go-
ing through a more complicated reduction was worth the
effort. Observe, however, that the running time of the al-
gorithms for nearly single-peaked elections typically scales
exponentially (or faster!) with the distance from the single-
peaked domain (Faliszewski, Hemaspaandra, and Hemas-
paandra 2014); thus, a constant-factor improvement in ap-
proximation ratios translates into significant improvement in
the running time of these algorithms.
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