
The Thirty-Fourth AAAI Conference on Artificial Intelligence (AAAI-20)

Hierarchical Attention Network with
Pairwise Loss for Chinese Zero Pronoun Resolution

Peiqin Lin,1 Meng Yang1,2∗
1School of Data and Computer Science, Sun Yat-sen University, Guangzhou, China

2Key Laboratory of Machine Intelligence and Advanced Computing (SYSU), Ministry of Education
linpq3@mail2.sysu.edu.cn, yangm6@mail.sysu.edu.cn

Abstract

Recent neural network methods for Chinese zero pronoun
resolution didn’t take bidirectional attention between zero
pronouns and candidate antecedents into consideration, and
simply treated the task as a classification task, ignoring the
relationship between different candidates of a zero pronoun.
To solve these problems, we propose a Hierarchical Atten-
tion Network with Pairwise Loss (HAN-PL), for Chinese zero
pronoun resolution. In the proposed HAN-PL, we design a
two-layer attention model to generate more powerful repre-
sentations for zero pronouns and candidate antecedents. Fur-
thermore, we propose a novel pairwise loss by introducing
the correct-antecedent similarity constraint and the pairwise-
margin loss, making the learned model more discriminative.
Extensive experiments have been conducted on OntoNotes
5.0 dataset, and our model achieves state-of-the-art perfor-
mance in the task of Chinese zero pronoun resolution.

Introduction

Zero pronoun, as a special linguistic phenomenon in pro-
dropped languages, is pervasive in Chinese documents
(Zhao and Ng 2007). A zero pronoun is a gap in the sentence,
which refers to the component that is omitted because of the
coherence of language. As Figure 1 is shown, a zero pro-
noun can be an anaphoric zero pronoun (AZP) if it corefers
to one or more mentions in the associated text, which is usu-
ally represented by a coreference chain, or a non-anaphoric
one if there are no such mentions. In this example, ∗pro∗1 is
anaphoric and corefers to the mention “The police”, while
∗pro∗2 is non-anaphoric. These mentions for interpreting
zero pronouns are called the antecedents. How to correctly
resolve AZP is a challenging topic in semantic understand-
ing and has attracted much attention.

Early approaches employed rule-based methods to re-
solve Chinese zero pronoun resolution (Converse and
Palmer 2006; Yeh and Chen 2007). After that, some tra-
ditional machine learning models with hand-crafted fea-
tures, including supervised approaches and unsupervised ap-
proaches, were extensively employed to solve the problem

∗Corresponding Author
Copyright c© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Figure 1: An example of zero pronoun phenomenon. Zero
pronouns are denoted as “*pro*”.

(Zhao and Ng 2007; Kong and Zhou 2010; Chen and Ng
2013; 2014; 2015). (Zhao and Ng 2007) investigated a series
of syntactic features based on parse trees to locate and re-
solve zero anaphoras. Based on (Zhao and Ng 2007), (Chen
and Ng 2013) further introduced lexical features and corefer-
ence links between zero pronouns. Despite the effectiveness
of feature engineering, it is labor intensive and highly relies
on annotated corpus.

Due to the powerful ability of deep learning, (Chen and
Ng 2016) was the first to apply a deep neural network for
the task. Then (Liu et al. 2016) produced pseudo dataset
and adopted a pre-training-then-adaptation method; (Yin et
al. 2017) introduced a memory-based network to choose the
correct antecedent for the specific zero pronoun. To capture
more information, (Yin et al. 2016) encoded both local in-
formation and global information for candidates; (Yin et al.
2018a) integrated local and global decision-making by ex-
ploiting deep reinforcement learning models. In addition,
self-attention mechanism has also been introduced for en-
coding zero pronouns and the attention-based recurrent neu-
ral network was applied for encoding candidate antecedents
by their content (Yin et al. 2018b). However, these meth-
ods either did not consider any interaction between zero
pronouns and candidate antecedents (Chen and Ng 2016;
Yin et al. 2018a) or just employed unidirectional attention
from the representations of zero pronouns to those of candi-
date antecedents (Liu et al. 2016; Yin et al. 2018b), weaken-
ing the representation ability of the learned features. More-
over, these methods simply formulate the resolution task as
a classification task (e.g., whether a candidate is the an-
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tecedent of a zero pronoun), which ignores the relationship
between different candidates of a zero pronoun (e.g., the cor-
rect candidates are similar and their scores should be larger
than those of wrong candidates by a large margin).

To address these issues, we propose a novel framework,
Hierarchical Attention Network with Pairwise Loss (HAN-
PL). We design a two-layer hierarchical attention network,
which not only takes bidirectional attention into consider-
ation to solve the task firstly, to generate more powerful
representations, but also presents a pairwise loss that inte-
grates more discrimination into the learned model. Hierar-
chical Attention Network (HAN) employs interactive atten-
tion and self attention to better model zero pronouns and
candidate antecedents, while Pairwise Loss (PL) integrates
correct-antecedent similarity into pairwise-margin loss. The
experiments on OntoNotes 5.0 clearly show that the pro-
posed HAN-PL outperforms all of the baseline systems and
gains state-of-the-art performance significantly. The major
contributions of this paper are three-fold:

• Learning more powerful representations of zero pronouns
and candidate antecedents interactively with the proposed
Hierarchical Attention Mechanism;

• Guiding the optimization of the model with a pairwise-
margin loss, which is more reasonable than cross entropy
loss used in previous methods;

• Taking the constraint of correct-antecedent similarity into
account for utilizing the global information provided by
the chain information.

Related Work

In this section, we firstly give a brief summary of early ef-
forts for attention mechanism and max-margin loss, which
are related to our contributions, and then we briefly review
the popular approaches for Chinese zero pronoun resolution.

Attention Mechanism for Natural Language
Processing

(Bahdanau, Cho, and Bengio 2014) was the first to apply
attention mechanism in natural language processing (NLP).
Since then, attention mechanism has been widely used in
many NLP tasks, such as document classification (Yang et
al. 2016), machine reading comprehension (Kadlec et al.
2016) and so on. Some approaches for reading comprehen-
sion (Seo et al. 2016; Wang, Yan, and Wu 2018), which pro-
posed various interaction ways between question and pas-
sage, really inspired us.

Max-Margin Loss

Max-margin loss is more reasonable than cross entropy loss
in some tasks, like image similarity (Wang et al. 2014)
and face recognition (Schroff, Kalenichenko, and Philbin
2015). Actually, max-margin loss (Wiseman et al. 2015;
Clark and Manning 2016) has also been adopted to corefer-
ence resolution, a similar task to the task in this paper. How-
ever, the designed loss for coreference resolution requires
careful tuning and isn’t suitable for model optimization.

Zero Pronoun Resolution for Chinese

Previous approaches for Chinese zero pronoun resolution
modeled the task with traditional machine learning methods
or deep learning methods, and then trained the model with
cross entropy loss.

Recently, some deep learning models has been applied
for Chinese zero pronoun resolution (Chen and Ng 2016;
Yin et al. 2017). (Yin et al. 2018b) introduced the self-
attention mechanism for encoding zero pronouns and the
attention-based recurrent neural network for encoding can-
didate antecedents by their contents, respectively. Moreover,
(Yin et al. 2018b) treated the resolution task as a classifi-
cation task and guided the optimization with cross entropy
loss:

lce = −δ(zp, np) ∗ log(g(zp, np)) (1)
where g(zp, np) ∈ [0, 1], which is computed by (Yin et al.
2018b), is the coreference probability of the given zero pro-
noun zp and its candidate antecedent np. δ(zp, np) repre-
sents the actual coreference result between zp and np: if they
are coreference, δ(zp, np) = 1 or otherwise, δ(zp, np) = 0.

However, the above method ignores the information of
candidate antecedents when encoding zero pronouns, which
weaken the representation ability of the learned features of
zero pronouns and candidate antecedents. In addition, the
cross entropy loss used in the method can’t ensure that the
resolution scores of correct candidates are larger than those
of wrong candidates by an enough margin.

Model

To implement the task of Chinese zero pronoun resolution in
a more reasonable way, we propose a Hierarchical Attention
Network with Pairwise Loss (HAN-PL). In the proposed
HAN-PL, we design a two-layer attention model to generate
more powerful representations for zero pronouns and candi-
date antecedents. In addition, we integrate the constraint of
similarities among correct antecedents into pairwise-margin
loss, for guiding the training of the model. In this section, we
firstly give the description of the resolution task, and then
describe our major contributions, namely Hierarchical At-
tention Network and Pairwise Loss, in detail.

Task Description

In the problem of Chinese zero pronoun resolution, the po-
sitions of zero pronouns have been already given by the for-
mer step of zero pronoun detection (Kong and Ng 2013).
Given an anaphoric zero pronoun zp, candidate antecedents
Szp = {np1, np2, ..., npk} are extracted by capturing max-
imal or modifier noun phrases that are at most two sen-
tences away from zp (Chen and Ng 2015), which recalls
most (about 98%) of the antecedents. In addition, the context
{npc1, npc2, ..., npck} for antecedents are also considered.
To determine the correct antecedent of zp, a Hierarchical At-
tention Network f(zp, np) is designed, and will be detailed
in the following subsection.

Hierarchical Attention Network

Previous methods don’t take enough information into ac-
count, e.g., they don’t consider enough interaction between
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Figure 2: The overall architecture of HAN. vzp, vnpc and vnp are generated by our attention model, and vfe is a hand-
crafted feature (Chen and Ng 2013; 2016), which is used in previous methods (Yin et al. 2018a; 2018b) and can improve the
performance.

zero pronouns and candidate antecedents. The contexts of
antecedents, which may be helpful for modeling, is usually
ignored in previous methods. In addition, the information of
antecedents is rarely considered to assist the modeling of zp.
To model zp, np and npc in a better way, we design a Hier-
archical Attention Network, as shown in Figure 2.

Modeling Context of Zero Pronoun and Candidate An-
tecedent As zero pronouns are gaps that have no text, the
context of zp will be taken as inputs to model zp (Yin et al.
2017; 2018a; 2018b). In addition, we utilize the information
of the context of candidate antecedent npc, which is ignored
in previous method and should be considered actually. Here
we apply a two-layer attention network, including a bidirec-
tional attention layer and a self attention layer, to learn the
representation of zp and npc interactively.

Encoding Layer encodes zp and npc with vanilla recur-
rent neural networks (RNNs) which is applied in previous
method (Yin et al. 2018b). We firstly use a left-to-right RNN
for encoding the left context of zp, and a right-to-left RNN
for encoding the right context. After encoding, we can get
the hidden states of the preceding and following context for
zp, respectively. Therefore, we can get the final hidden states
Hzp ∈ Rd×n of zp by simply concatenating the two matri-
ces, where d is the hidden size and n is the length of the
context of zp. In addition, we also use the same method to
encode the context of candidate antecedent npc. The final
states of npc are denoted as Hnpc ∈ Rd×m, where m is the
length of the context of antecedents.

Bidirectional Attention Layer learns the representations

of zp and npc in an interactive way. The layer calculates an
attention matrix firstly:

Att = ReLU(W T
l Hzp)

T ·ReLU(W T
l Hnpc) (2)

where W T
l is a trainable matrix for linear transformation,

Att ∈ Rn×m and Att(i, j) represents the attention score
between the ith word of zp and the jth word of npc.

With the calculated attention matrix Att, we can get the
normalized scores from npc to zp, signifying which words
of npc are most relevant to each word of zp:

αij =
exp(Att(i, j))∑n

k=1 exp(Att(k, j))
(3)

The aligned representation from npc to the ith word of zp
can thus be derived as:

H̃zp(i) =

m∑
j=1

αij ∗Hnp(j) (4)

Finally, we combine the original contextual representa-
tions and the corresponding attention vectors of zp by sim-
ply summing up them:

H ′
zp = Hzp + H̃zp (5)

Similar to calculate the final representations of zp, we can
also get the representations of npc, namely, H ′

npc.
Self Attention Layer is finally applied on the representa-

tions of zp and npc to get the final vectors, respectively. We
can calculate attention scores for zp as follows:

Sco = softmax(W 1tanh(W 2H
′
zp)) (6)
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where W 1 ∈ R1×d and W 2 ∈ Rd×d are the weight matri-
ces. And then we can get the final vector of zp:

vzp = Sco · (H ′
zp)

T (7)
Similarly, we can get the final representation of npc,

namely vnpc.

Modeling Content of Candidate Antecedent With no
doubt, the content of candidate antecedents should be also
considered. Similar to the encoding of context, we apply
a vanilla recurrent neural network, whose input is com-
prised by the words in the candidate antecedent (Yin et
al. 2018b). Then we can get the hidden states Hnp =

{h1
np, . . . ,h

i
np, . . . ,h

p
np} for noun pronoun content np,

where p is the length of np.
To better capture the more informative parts of the content

of candidate antecedents, we here integrate an attention layer
into our model by utilizing the information of its context:

βi = softmax(W att[h
i
np;vnpc] + batt) (8)

where W att and batt are weight matrix and bias, and then
we can get the final representation vnp:

vnp =

p∑
i=1

βih
i
np (9)

Getting Resolution Results After generating the repre-
sentations of zp, np and npc, we calculate the resolution
score for each zero pronoun-candidate antecedent by using
a two-layers feed-forward neural network. Taking vzp, vnpc

and vnp as inputs, our model calculate the resolution score
by going through two tanh layers:

rj = tanh(W jrj−1 + bj) (10)
where W j and bj are the parameters of this feed-forward
neural network, r0 = (vzp;vnp;vnpc;vfe). The hand-
crafted feature vfe, which is used in previous work (Yin et
al. 2016; 2017; 2018a; 2018b), is designed to capture the
syntactic, position and other relations between zp and np
(Chen and Ng 2013; 2016). Then we can get the resolution
score:

si = W sr−1 + bs (11)
where si ∈ (−∞,∞) is a scalar which denotes the resolu-
tion probability of the ith candidate npi being predicted to
be the antecedent, and r−1 is the output of the second hidden
layer. After that, we obtain the resolution scores for all the
candidates {s1, s2, ..., sk}. The candidate with the biggest
score is selected to be the antecedent of zp.

Pairwise Loss

To guide the optimization of the model, we design a reason-
able loss named Pairwise Loss, which is based on a pairwise-
margin loss and a similarity constraint, instead of cross en-
tropy loss used in previous methods. We call our loss func-
tion Pairwise Loss for two major reasons:
• We take each correct antecedent and each wrong an-

tecedent in the candidate set as a pair, and then compute
the pairwise-margin loss between them;

• We take correct antecedents in pair, and then design a sim-
ilarity constraint for better training the model.

Pairwise-Margin Loss Previous methods treated the task
as a coreference classification task of each zero pronoun-
candidate antecedent pair, namely classifying the examples
into two categories, coreference or not coreference, and then
trained their model by minimizing the cross entropy er-
ror, which is less reasonable. Firstly, the cross entropy loss
function set a fixed decision boundary for all the examples,
which is not flexible enough. Secondly, the examples which
is not coreference are much more than the examples which
is coreference in the task of coreference resolution, and it
will lead to the problem of imbalanced data, which can’t be
solved effectively in a classification task.

To solve the above issues, we design a pairwise-margin
loss, which is more reasonable. In the extracted candidate
set Szp = {np1, np2, ..., npk} for zero pronoun zp, we
can simply divide it to two sets, the correct candidate set
ST
zp = {np1, np2, ..., npk1

} and the wrong candidate set
SF
zp = {np1, np2, ..., npk2

}. Then we can design the orig-
inal loss function for different cases (shown in Eq.(12) and
illustrated in Figure 3) as follows:
• Case 1: If the candidate set contains both correct an-

tecedents and wrong antecedents (ST
zp �= Ø ∧ SF

zp �= Ø),
we design a pairwise-margin loss, where m is the margin
between correct antecedents and wrong antecedents;

• Case 2: If the candidate set only contains correct an-
tecedents (ST

zp �= Ø ∧ SF
zp = Ø, named Case 2a) or

wrong antecedents (ST
zp = Ø ∧ SF

zp �= Ø, named Case
2b), boundary values, namely the lower value bvT for the
former case and the upper value bvF for the latter, will be
set to guide the training for these examples. The boundary
values are set according to the resolution scores generated
by the samples which satisfy Case 11;

• Case 3: If the candidate set is empty (ST
zp = Ø ∧ SF

zp =
Ø), the corresponding zp will be ignored.
With the designed pairwise-margin loss, the two issues

we mentioned above can be solved well. Instead of setting
a clear decision boundary, the pairwise-margin loss requires
that the resolution probabilities of the correct antecedents
are somewhat higher than those of the wrong antecedents.
In addition, pairwise-margin loss can solve the problem of
imbalanced data easily. For the first case, namely the most
common case, the number of correct examples used is the
same as the number of wrong examples while computing
pairwise-margin loss.

Correct-Antecedent Similarity Since the correct an-
tecedents in the candidate set of the specific zp must have
same or close meanings, we integrate the similarities among
correct antecedents into the pairwise-margin loss function
mentioned above. We compute the cosine similarities among
correct antecedents, and then define the constraint:

Lc =
∑

zp∈ZP

∑
x1∈ST

zp

∑
x2∈ST

zp

(1− sim(vx1
,vx2

)) (13)

1We firstly used part of the data which can be applied with
pairwise-margin loss directly to conduct preliminary training, and
then obtained the lower bound of the correct examples and the up-
per bound of the wrong examples.
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Lo =
∑

zp∈ZP

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∑
x1∈ST

zp

∑
x2∈SF

zp
|f(zp, x2)− f(zp, x1) +m|+ if ST

zp �= Ø ∧ SF
zp �= Ø∑

x∈ST
zp
|bvT − f(zp, x)|+ if ST

zp �= Ø ∧ SF
zp = Ø∑

x∈SF
zp
|f(zp, x)− bvF |+ if ST

zp = Ø ∧ SF
zp �= Ø

0 if ST
zp = Ø ∧ SF

zp = Ø

(12)

Figure 3: Illustration of the pairwise-margin loss. The black
dots and white dots denote the scores of the correct and
wrong candidate antecedents, respectively.

Nd Ns Nw Nazp

Train 1,391 36,487 756K 12,111
Test 172 6,083 110K 1,713

Table 1: Statistics on the train and test dataset. Nd, Ns,
Nw and Nazp denote the numbers of documents, sentences,
words and anaphoric zero pronouns, respectively.

where sim(·) is the function which computes cosine simi-
larity between vx1

and vx2
, which are the representations of

np described in Section .

Final Loss Function The model is trained by minimizing
the combination of the pairwise-margin loss, the similarity
constraint and a L2 regularization term:

L = Lo + λcLc + λ‖θ‖22 (14)

where λc and λ are the weight of Lc and L2 regularization
term.

In the designed L, the pairwise margin loss Lo is designed
to make all correct antecedents get bigger resolution scores
than wrong antecedents, similarity constraint Lc makes cor-
rect antecedents of the same zero pronoun have similar rep-
resentations, and ‖θ‖22 is L2 regularization term for avoiding
over-fitting. With the proposed loss L, the resolution task
can be solved in a reasonable way.

Experiment

Experiment Setup

Datasets We conduct experiments on the Chinese part of
the OntoNotes 5.0 dataset. Documents in this dataset are
from 6 sources: BN (Broadcast News), NW (Newswire), BC
(Broadcast Conversation), WB (Web Blog), TC (Telephone
Conversation) and MZ (Magazine). The statistics of dataset
are reported in Table 1.

Metrics Following previous methods on zero pronoun res-
olution (Zhao and Ng 2007; Chen and Ng 2016; Yin et al.
2016; 2017; 2018a; 2018b), F-score (F) is employed to eval-
uate our model and it is calculated as follows:

F =
2PR

P +R
, P =

Nhit

Nazp∗
, R =

Nhit

Nazp
(15)

where P and R are the precision and recall of the model,
Nhit, Nazp∗ and Nazp denote the numbers of the examples
which are correctly resolved, the examples which have non-
empty candidate sets and AZPs in the test set, respectively.
We report the F-scores for each source in addition to the
overall result.

Baselines We use the recent zero pronoun resolution
methods for Chinese as our baselines, namely, a learning-
based model (Zhao and Ng 2007); an unsupervised method
(Chen and Ng 2015); and others are deep-learning-based
methods (Chen and Ng 2016; Yin et al. 2016; 2017; Liu et
al. 2016; Yin et al. 2018a; 2018b).

Hyperparameters We minimize the loss-function by
Adam (Kingma and Ba 2014) with learning rate 5e-5 and
L2 weight 1e-4. The input embedding vector dimension is
100, the dimension d of hidden layers and the representa-
tions is 256, the margin m of pairwise-margin loss is 0.1,
the boundary values for correct antecedents and wrong an-
tecedents are 0.3 and 0.4, and the weight of the similarity
constraint λc is 0.5. Besides, we add the dropout (Hinton et
al. 2012) with a probability of 50% on the output of each
layer.

Same to previous methods (Yin et al. 2018a; 2018b), we
take the ten words of both the preceding and following con-
text of the zero pronoun to encode zp, and the context of
candidate antecedent is handled with the same way. In ad-
dition, we take the last eight words of content of candidate
antecedents when they are more than eight words.

Comparison to Baselines

We report the experiment results (F-score) of HAN-PL and
the baselines in Table 2, with the overall results on the com-
plete test dataset and also the results for each source.

As shown in Table 2, our model HAN-PL achieves 60.2%
in overall F-score, which significantly outperforms the best
baseline (Yin et al. 2018b) by 2.9%. Besides, we run ex-
periments on different sources of test corpus, as shown in
the first six columns. We can observe that our model HAN-
PL improves performance in 4 of 6 sources of the dataset.
More specifically, our model outperforms the best baseline
(Yin et al. 2018b) on all documents in F-score: by 2.4%
(source NW), 0.1% (source MZ), 1.1% (source WB), 5.6%
(source BN), 2.2% (source BC) and 1.5% (source TC). One
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Models NW (84) MZ (162) WB (284) BN (390) BC (510) TC (283) Overall
Zhao and Ng (2007) 40.5 28.4 40.1 43.1 44.7 42.8 41.5
Chen and Ng (2015) 46.4 39.0 51.8 53.8 49.4 52.7 50.2
Chen and Ng (2016) 48.8 41.5 56.3 55.3 50.8 53.1 52.2

Yin et al. (2016) 50.0 45.0 55.9 53.3 55.3 54.4 53.6
Yin et al. (2017) 48.8 46.3 59.8 58.4 53.2 54.8 54.9
Liu et al. (2016) 59.2 51.3 60.5 53.9 55.5 52.9 55.3

Yin et al. (2018a) 63.1 50.2 63.1 56.7 57.5 54.0 57.2
Yin et al. (2018b) 64.3 52.5 62.0 58.5 57.6 53.2 57.3

HAN-PL 66.7 52.6 63.1 64.1 59.8 54.7 60.2

Table 2: Experimental results (%) of comparison to baselines. The first six columns show the results on the different source of
documents and the last is the overall result. The strongest F-score in each row is in bold. The parenthesized number beside a
source’s name is the number of zero pronouns in that source.

Figure 4: Heat maps of the final self attention weights of HAN. The darker the text background, the greater the attention weight.

Models Performance
HAN-PL w/o self-attention 58.6

HAN-PL w/o npc2zp attention 59.4
HAN-PL w/o zp2npc attention 58.2

HAN-PL 60.2

Table 3: Experimental results (%) on examining the effec-
tiveness of Hierarchical Attention Network.

of the reasons why our model gains better performance on
some sources (NW, BN, BC) than the other ones (MZ, WB,
TC) may be the short length of text in the latter sources,
which makes attention mechanism hard to capture informa-
tive information. In addition, some common numerous ver-
bose words such as “Er” and “Yo” in these sources also bring
difficulties to encode zero pronouns and candidates.

Effectiveness of Hierarchical Attention

To verify the effectiveness of using hierarchical attention, we
conduct extensive experiments on the OntoNotes 5.0 dataset
and report experimental results, as shown in Table 3. We
design three ablated models:

• HAN-PL w/o self-attention applies the bidirectional at-
tention layer, and uses mean pooling on the final outputs
from the bi-attention layer, namely H ′

zp and H ′
npc;

• HAN-PL w/o npc2zp attention doesn’t apply attention
mechanism from npc to zp, and the self attention layer is
applied on Hzp and H ′

npc;

• HAN-PL w/o zp2npc attention is similar to the last
model, and the self attention layer is applied on H ′

zp and
Hnpc

Models Performance
HAN-PL w/o pairwise-margin loss 56.5
HAN-PL w/o similarity constraint 58.6

HAN-PL 60.2

Table 4: Experimental results (%) on examining the effec-
tiveness of Pairwise Loss.

From the experimental results, we can see both the bidi-
rectional attention layer and the self attention layer can get
improved performances. Without self attention mechanism,
the performance is 1.6% lower than the original method. In
addition, changing the bidirectional attention layer to uni-
directional attention layers, namely only applying npc2zp
attention or zp2npc attention, will also make worse perfor-
mance. Actually, applying attention from zp to npc is more
effective, since the performance of the corresponding ab-
lated model is much worse than that of the original method.

To better illustrate the effectiveness of the Hierarchical
Attention Network, we give a case study, as is shown in
Figure 4. From the figure, we can see that hierarchical at-
tention learning between zero pronouns and candidate an-
tecedents can successfully capture useful information for
explaining the zero pronoun “*pro*” and the candidate an-
tecedent “both parties”. The context “inheritance rights” of
zero pronoun and the context “the right to inherit” of an-
tecedent, which have similar meanings, get more attention,
while some meaningless words, like “from”, “are” and some
punctuation, are ignored by the Hierarchical Attention Net-
work. Finally the model can achieve the result that the zero
pronoun and the candidate antecedent are coreference.
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Examples AttentionZP (Yin et al. 2018b) HAN-PL
The local people have to cultivate the
land. We saw a lot of land being re-
claimed (by) *pro* all the way.

The local people have to cultivate the
land. We (�) saw a lot of land being re-
claimed (by) *pro* all the way.

The local people (�) have to cultivate
the land. We saw a lot of land being re-
claimed (by) *pro* all the way.

We all know that we need biological di-
versity, why don’t *pro* need cultural
diversity?

We all know that we need biological
diversity (�), why don’t *pro* need
cultural diversity?

We (�) all know that we need biologi-
cal diversity, why don’t *pro* need cul-
tural diversity?

China doesn’t have any reconnaissance
satellites. If *pro* does, it should send
back photos at once.

China doesn’t have any reconnais-
sance satellites (�). If *pro* does, it
should send back photos at once.

China (�) doesn’t have any reconnais-
sance satellites. If *pro* does, it should
send back photos at once.

Table 5: Case study. “*pro*” denotes the position of zero pronouns, and the words marked in bold are the antecedents predicted
by the models. Correct and incorrect predictions are marked with �and �, respectively.

nc ≤ 10 (645) 10 ≤ nc < 20 (445) 20 ≤ nc (358)
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Figure 5: Experimental Results (%) on OntoNotes w.r.t dif-
ferent size of candidate set nc = ‖Szp‖. The parenthesized
number is the number of zero pronouns whose correct an-
tecedents are in the candidate set.

Effectiveness of Pairwise Loss

To verify the impact of applying Pairwise Loss, we conduct
extensive experiments on the OntoNotes 5.0 dataset and ex-
perimental results are shown in Table 4. There are two ab-
lated models designed:

• HAN-PL w/o pairwise-margin loss changes the final
output layer to a softmax layer, and use the cross entropy
loss to guide the training of the model, which is applied in
previous methods (Yin et al. 2018b; Chen and Ng 2016;
Zhao and Ng 2007);

• HAN-PL w/o similarity constraint doesn’t consider Lc,
namely λc is set to 0;

As the results show, Pairwise Loss is a reasonable and
effective method to guide the optimization of the model.
Replacing pairwise-margin loss with cross entropy loss, the
performance falls sharply by 3.7%, which confirms that ap-
plying pairwise-margin loss is crucial for good performance.
Moreover, similarity constraint among np representations
of ST

zp, which can utilize the global information between
correct candidates, is also helpful for improving the perfor-
mance according to the experimental results.

Effects of Number of Candidates

To examine how the size of the candidate set effects on the
performance of the model HAN-PL, we conduct extensive
experiments and the results are shown in Figure 5. As the
figure shown, the more candidates there are, the harder it
is to find the correct antecedents. However, our model have
a more significant improvement compared to AttentionZP
(Yin et al. 2018b) when the candidate set becomes larger,
for the reason that the attention network we designed can
generate more powerful features and the pairwise-loss can
make the model more discriminative.

Case Study

Table 5 shows some qualitative cases sampled from HAN-
PL and AttentionZP (Yin et al. 2018b). We can observe that
our model HAN-PL can perform better for examples which
are more complicated. Take the third sample as example, the
candidate “China” and “reconnaissance satellites” have sim-
ilar contexts, so it’s hard to distinguish which one is the cor-
rect antecedent. However, our model can learn the difference
between these two candidates with interaction attention and
pairwise-margin loss. Therefore, the cases shows the effec-
tiveness of our model on the task of zero pronoun resolution.

Conclusion

In this paper, we propose an effective model of Hierarchical
Attention Network with Pairwise Loss for Chinese zero pro-
noun resolution. We design a two-layer attention model to
better model both zero pronouns and candidate antecedents.
To guide the training of the model in a more reasonable way,
we also integrate constraint of similarities among correct an-
tecedents into pairwise-margin loss. The experiments on the
OntoNotes 5.0 dataset clearly show that the performance of
our model is state-of-the-art.
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