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Abstract
A new method is proposed to increase the accuracy of
the state-of-the-art single image super-resolution (SISR) us-
ing novel training procedure. The proposed method, named
post-trained convolutional neural network (CNN), is carried
out stochastic dual simplex algorithm (SDSA) in the last
reconstruction layer. The method utilizes contextual infor-
mation to update the last reconstruction layer of CNN. The
extracted contextual information is projected to the last re-
constructed layer by optimized weights and the bias is man-
aged through SDSA. Post-trained CNN is applied to the very
deep super-resolution (VDSR) method to show its perfor-
mance. The quantitative and visual results demonstrate that
the proposed post-trained VDSR (PTVDSR) exhibits excel-
lent and competitive performance when compared with the
VDSR and other super-resolution methods.
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