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Abstract
The Winograd Schema Challenge—a set of twin sentences
involving pronoun reference disambiguation that seem to re-
quire the use of commonsense knowledge—was proposed
by Hector Levesque in 2011. By 2019, a number of AI sys-
tems, based on large pre-trained transformer-based language
models and fine-tuned on these kinds of problems, achieved
better than 90% accuracy. In this paper, we review the his-
tory of the Winograd Schema Challenge and discuss the
lasting contributions of the flurry of research that has taken
place on the WSC in the last decade. We discuss the sig-
nificance of various datasets developed for WSC, and the
research community’s deeper understanding of the role of
surrogate tasks in assessing the intelligence of an AI system.
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