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Abstract

We present MIDDAG, an intuitive, interactive system that vi-
sualizes the information propagation paths on social media
triggered by COVID-19-related news articles accompanied
by comprehensive insights, including user/community sus-
ceptibility level, as well as events and popular opinions raised
by the crowd while propagating the information. Besides dis-
covering information flow patterns among users, we construct
communities among users and develop the propagation fore-
casting capability, enabling tracing and understanding of how
information is disseminated at a higher level. A demo video
and more are available at https://info-pathways.github.io.

Introduction
The current information propagation ecosystem consisting
of traditional news outlets and social media platforms allows
for near real-time transmission of information concerning
current events. The complexity of the multi-modal data con-
tained in individual information pathway (IP) necessitates
the development of novel approaches to analyze how infor-
mation originally reported by traditional news outlets will
spread across social media platforms, as well as the recep-
tivity of the users engaging with this information. Many ex-
isting methods perform link prediction on social media net-
works (Daud et al. 2020; Kumar et al. 2020; Wu et al. 2022;
Toprak et al. 2023) and IPs (Taylor et al. 2023; Jin et al.
2023). It is hard to find works that intuitively visualize the
existing and forecasted IPs with comprehensive insights on
motivating forces of information propagation, such as user/-
community characteristics and discussion content.

We present a comprehensive visualization system incor-
porating state-of-the-art information analysis components
to provide a clear demonstration of information propaga-
tion details and patterns concerning COVID-19-related news
within and across the audiences of prominent news orga-
nizations from countries highly impacted by COVID-19
across social media platforms. The first dataset consists of
all COVID-19-related tweets extracted from the Twitter API.
Using tweets containing links to news articles authored by
selected news organizations, we construct communities of
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users based on their engagement patterns with the selected
news organizations, which enables us to construct and visu-
alize the IPs at the community level. We use these pathways
to train our novel IP prediction model and present the pre-
dicted information propagation patterns for a held-out eval-
uation set. We also present a novel machine-learning-based
approach trained on the collected tweets at the user level
to predict and display the susceptibility level of users and
communities, which provides further insight into each path-
way. In addition to the susceptibility score, we perform event
extraction on each tweet in an IP, which shows how and if
the core ideas of the original article spread. To diversify the
source of our data, we also use the Reddit data available for
each news organization and apply existing techniques to ex-
tract popular opinions from the available posts in order to
provide additional characterization to the IPs once visual-
ized. Finally, we pack the IP analysis capabilities in a system
for the user to select, visualize, interact and discover IPs at
both user and community levels.

Data and System Design
We use COVID-19-related social media data on Twitter and
Reddit to enable a broad IP investigation. We utilize an up-
dated version of the Twitter news dataset presented in prior
work (Taylor et al. 2023), including all tweets from May
2020 to April 2021 containing COVID-19 keywords. Due
to the large dataset size, we focus on the subset containing
tweets from May 15 to May 30, 2020, which contained the
largest number of tweets among all periods, including 640
million tweets from 5.3 million users. We consider news arti-
cles from the most prominent organizations (according to the
Digital News Report from the Reuters Institute) for 15 coun-
tries with the most COVID-19 cases as the start of pathways.
We retrieve all user-level IPs, including source tweets men-
tioning a news URL and subsequent retweets and replies.
Besides Twitter, we explored discussions on Reddit with hy-
perlinked COVID-19 news articles and within the same pe-
riod as the Twitter subset. In total, we collected 5,410 posts
on 4,578 unique articles across 649 subreddit communities.

Our system demonstrates IPs and their properties. The
user first types keywords to search and picks news articles
that serve as the starting points of IPs. The user-level visual-
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Figure 1: Visualizations of the user-level information pathways (left), community-level information pathways with estimated
susceptibility level for each community (center), and community-level information propagation forecasting results (right).

ization includes reply/repost propagation among users, sus-
ceptibility score and community assignment. Community-
level visualization consists of a directed graph indicating IPs
among communities, community aggregated susceptibility
levels and key opinions. The event panel shows the event
trigger, type and associated arguments in users’ discussions.

Components
We first construct communities among social media users
to aggregate the user-level IP to the community granularity.
We develop ML models to forecast the information flow, and
estimate the susceptibility levels. We further demonstrate
events and leading opinions in users’ discussions.

Community Construction We assign users to communi-
ties centered around specific news organizations. The com-
munity aggregation method follows prior work that mea-
sures the influence of nodes in social networks (Romero
et al. 2010). It measures the influence that a given node ex-
erts on its neighborhood and the likelihood of how passive or
receptive to propagation from its neighborhood a given node
is. For each user that interacts with the given community,
we retrieve the number of URLs it has posted and compile
its one-hop neighborhood based on the source tweets from
the community in question it has both posted and interacted
with; these individual user graphs are then united to con-
struct a directed community graph. We then assign weights
to each user where Qi is the number of URLs that i men-
tioned and Sij is the number of URLs mentioned by i and
retweeted by j as illustrated in the following equations. Fi-
nally, we perform the Influence-Passivity algorithm until the
Influence (Ii) and Passivity (Pi) scores have converged.

we =
Sij

Qij
, uij =

wi,j∑
k:(k,j)∈E

wkj

, vji =
1− wji∑

k:(j,k)∈E

(1− wjk)
; Ii ←

∑
j:(i,j)∈E

uijPj , Pi ←
∑

j:(j,i)∈E

vjiIj

Pathway Prediction We use an improved version of the
state-of-the-art IP prediction model (Taylor et al. 2023). We
use the community assignments described above to map
each user-level information pathway to the community level.
The community-level pathways of time periods other than
the 15-day selected duration are separated into distinct time
windows for training and evaluation, and a graph neural
network model is trained to perform link prediction. The
evaluation results show that the IP prediction model yields

86.83% AUC for the link prediction task. We apply the
trained model to the unseen IP graphs to conduct autoregres-
sive prediction of the full information propagation traces.

Susceptibility Users’ susceptibility reflects their reactions
to a piece of misinformation. Since collecting an unobserv-
able belief is hard, we develop an ML model to estimate
susceptibility by analyzing its influence on users’ repost be-
havior (Prepost) (Liu et al. 2023). When a user (u) perceives
a piece of content (c), a more susceptible user is more likely
to repost c. The reposting probability is calculated by
Prepost = Sigmoid(E(u) ∗ E(c) ∗ Sus(E(u), E(c)))

where u is represented by user history posts, E is the text
embedding model based on RoBERTa-large (Reimers and
Gurevych 2019), and the susceptibility score is produced by
the Sus - an MLP with the user and content embeddings
as input. We perform contrastive learning to tune the model
to distinguish reposted (u, t) pairs from non-reposted ones.
We train the ML model with misinformation tweets in the
ANTi-Vax (Hayawi et al. 2022) and CoAID (Cui and Lee
2020) datasets and we retrieve corresponding user profiles
through the Twitter API. The model produces 86.28% F1
score for retweet behavior prediction, indirectly indicating
its reliable performance for susceptibility modeling. To ob-
tain an aggregated susceptibility score for a community, we
calculate the mean of individual susceptibility scores.

Event Extraction and Community Opinion Event ex-
traction (EE) aims to identify triggers and arguments for
events mentioned in the text, which enables us to understand
users’ discussion at a scale (Ma et al. 2021, 2023, 2024).
We first define a COVID-19 related event ontology includ-
ing 9 event types (i.e. end organization, social distancing,
lock down, quarantine, vaccinate, die, fine, transport and
extradite) and their arguments. Since there are no existing
EE annotations on COVID-related events, we perform in-
struction tuning to enable a T5-large model (Raffel et al.
2023) to generalize to newly defined event types following
UIE (Lu et al. 2022) by pre-training it with text-structure
pairs and further fine-tuning it on 13 datasets of entity/re-
lation/event/sentiment extraction tasks encoded with a uni-
fied language. To provide discussion details among users in a
community when it propagates certain information, we iden-
tify the most liked post among downstream posts in an infor-
mation flow as the representative opinion of the community.
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