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Validating RL-Trained Policies
Interest in applying reinforcement learning (RL) has ex-
ploded as a promising way to learn decision-making policies
in domains where it is difficult to manually pre-specify op-
timal actions. In practice, before a policy learned with RL
is widely deployed – and its decisions have real-life conse-
quences – we must be able to evaluate the expected outcome
of letting the policy make those decisions. Evaluation is par-
ticularly critical when stakes are high, for example, when
using RL to control expensive robots or drive cars at high
speeds.

My research vision is to enable RL in challenging appli-
cations. As part of this vision, a central thrust of my work
is to enable RL practitioners to deploy trained policies with
the confidence that learned decision-making will represent
improved performance in a variety of application domains.
In this talk, I will present recent work from my group that
aims to create tools for the accurate evaluation of RL-trained
policies without real-world testing. Specifically, this work
focuses on the policy evaluation problem in RL in which we
are given a fixed evaluation policy and asked to estimate the
expected cumulative reward that the evaluation policy would
obtain if it were ran in the target deployment environment.

Scalable Offline Evaluation through Abstraction Re-
cently, there has been much interest in methods for offline
policy evaluation (OPE) as a means to perform policy evalu-
ation without collecting any new data in a domain (Li 2019).
Such methods use datasets of previously collected states, ac-
tions, and rewards to estimate the expected return that would
be seen if the evaluation policy was deployed. Unfortunately,
state-of-the-art OPE methods fall short of their promise –
without large data sets of past decisions and their outcomes,
current methods often fail to accurately evaluate untested
policies in real-world settings.

To overcome this limitation, one of my students and I
have developed new OPE methods that leverage the notion
of a state abstraction function from the RL literature to scale
OPE to domains where it has previously been unreliable.
The key insight of this line of work is that, in OPE, the fun-
damental task is to adjust for differences between the eval-
uation policy and the policy (or policies) that generated the
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data used for evaluation. A limitation of prior OPE methods
is that they try to adjust for all differences between past poli-
cies and the untested policy even when such differences are
irrelevant to evaluating policy performance. In the presence
of many irrelevant differences, state-of-the-art OPE methods
can fail to return accurate estimates.

In this talk, I will first present our initial work in this direc-
tion where we showed how a given state abstraction could
lead to more accurate OPE estimates both in theory and in
practice (Pavse and Hanna 2023a). Here, the state abstrac-
tion provides a mechanism for a domain expert to specify
state variables which are expected to be irrelevant and need
not be adjusted for in OPE. I will then describe follow-up
work that leveraged the idea of a learned state representa-
tion to further realize effective OPE in challenging and high-
dimensional RL domains (Pavse and Hanna 2023b). This
follow-up work enables irrelevant differences between states
to be learned from data when a domain expert cannot iden-
tify them a priori. These two works serve as first steps in a
direction that I envision will help realize the full potential
of OPE for the safe and confident deployment of RL-trained
policies. Finally, I will present directions for promising fu-
ture work that aim to further leverage state and action ab-
straction to scale OPE to real world settings such as robotics,
healthcare, and inventory control. These directions will cre-
ate further scalable OPE methods and thus drastically in-
crease practitioner confidence in deploying RL.
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