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Neural models, including large language models (LLMs),
achieve superior performance on logical reasoning tasks
such as question answering. To elicit reasoning capabili-
ties from LLMs, recent works propose using the chain-of-
thought (CoT) mechanism to generate both the reasoning
chain and the answer, which enhances the model’s capabil-
ities in conducting reasoning. However, due to LLM’s un-
interpretable nature and the extreme flexibility of free-form
explanations, several challenges remain: such as struggling
with inaccurate reasoning, hallucinations, and not aligning
with human preferences. In this talk, we will focus on: (1)
our design of leveraging structured information (that is
grounded to the input context), for the explainable complex
question answering and reasoning; (2) our multi-module in-
terpretable framework for inductive reasoning, which con-
ducts step-wise faithful reasoning with iterative feedback.

First, in the context of multi-hop question answering
(Figure 1), we will cover our recent efforts in pushing for-
ward the explainability of deductive reasoning systems (Li
and Du 2023). Multi-hop question answering (QA) involves
answering questions that require reasoning over multiple
pieces of information, often spread across different parts of
a document or multiple documents. It is like “hopping” over
various facts to arrive at a conclusion or answer. Mainstream
methods conduct generations in an end-to-end way, which is
not a strict “symbolic derivation” and leads to inconsistent
and incomplete reasoning.

To tackle this challenge, we propose leveraging structured
and grounded knowledge in multiple steps: firstly, construct-
ing the semantic graph structures (blue elements in the Fig-
ure) with information extraction (IE) and then leveraging
this symbolic information (including entities and semantic
relations) for strictly guiding the model’s reasoning process.
The extracted graphs from the IE step naturally provide fully
grounded interpretations of the given context. Plus, it helps
the model’s further generation of free-form explanations, by
providing prior structured knowledge or potential reasoning
path. Empirically, we will demonstrate that leveraging se-
mantic graphs in the prompting process helps models (1)
generate higher-quality and more faithful reasoning chains;
as well as (2) answer questions more accurately.

Second, Inductive reasoning requires generating likely
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:’Q: Answer the following question step-by-step.
+ Who is the teacher of Anne's paternal
: grandfather?

Model Output

Anne was the daughter of Jean. Jean was the
youngest child of Robert. Therefore, Robert is
the paternal grandfather of Anne. Robert was
taught by Philips.

L So the answer is: Philips.
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Figure 1: Leveraging the extracted semantic graph for accu-
rate question answering and faithful reasoning.

rules from a set of facts. Past research investigates Induc-
tive Logic Programming (ILP), which suffers from system-
atic disadvantages such as low coverage and manual cost.
While LLMs can directly transform natural language facts
into possible rules, the process is uninterpretable and prone
to hallucinations. We propose decomposing complex natu-
ral language inductive reasoning into multiple steps, which
are tackled by specific modules in an interpretable fash-
ion (Yang et al. 2022). More specifically, we design a frame-
work including: (1) a raw rules generation module; (2) clar-
ity, reality, and novelty checking modules for filtering out
qualified rules and providing explainable feedback; and (3)
an iterative mechanism for refining and filtering the rules
with the feedback. Further, we will introduce the application
of our work to hypothesis discovery, which is of fundamen-
tal influence on scientific society including Al research.
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