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Abstract

Fairness is one of the most desirable societal principles in
collective decision-making. It has been extensively studied in
the past decades for its axiomatic properties and has received
substantial attention from the multiagent systems community
in recent years for its theoretical and computational aspects
in algorithmic decision-making. However, these studies are
often not sufficiently rich to capture the intricacies of human
perception of fairness in the ambivalent nature of the real-
world problems. We argue that not only fair solutions should
be deemed desirable by social planners (designers), but they
should be governed by human and societal cognition, con-
sider perceived outcomes based on human judgement, and
be verifiable. We discuss how achieving this goal requires
a broad transdisciplinary approach ranging from computing
and AI to behavioral economics and human-AI interaction. In
doing so, we identify shortcomings and long-term challenges
of the current literature of fair division, describe recent efforts
in addressing them, and more importantly, highlight a series
of open research directions.

1 Introduction
Fairness is a fundamental societal principle for promot-
ing ethical solutions in algorithmic decision-making. It
has become the center of attention in the age of Inter-
net economics (Moulin 2019, 2004) that employs collec-
tive decision-making to deal with multiple stakeholders. Ar-
guably, one of the most notable advancements in multiagent
systems is setting policies, norms, and axioms of interac-
tions. Recent progress in this arena has called for ethical
decision making (Murukannaiah et al. 2020) in multiagent
applications including algorithmic hiring (Schumann et al.
2020), blockchain technology (Grossi 2022), and in general
computational social choice (Lang and Rothe 2016; Amana-
tidis et al. 2022a).

Within computational social choice, fair division has
emerged to provide practical solutions for distributing
goods, services, or tasks in a wide array of problems that
people face in their daily lives. Its primary objective is pro-
moting social values such as fairness and welfare with prov-
able axiomatic guarantees. Fair division has provided a rich
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framework for studying mathematical foundations of so-
cietal good and has enabled advancements in algorithmic
solutions that adhere to fairness concepts such as envy-
freeness. A number of fair algorithms, particularly in al-
location of indivisible items, have been made available to
the public for real-world decisions through efforts such as
Spliddit (www.spliddit.org), MatchU.ai (www.matchu.ai),
and Course Match (University of Pennsylvania).

Over the past decades, a plethora of approximate fair-
ness axioms have been proposed to escape negative results
driven by i) impossibilities of guaranteeing certain fairness
notions, ii) computational intractability, and iii) incompati-
bility with other socially desirable notions. Despite the rigor-
ous research in this area, to date, the choice of which fairness
axiom (or approximations) to choose has remained largely
unexplored, leaving social planners uncertain as to which
algorithmic solutions to adopt in practice. Furthermore, the
advent of social platforms, online market places, and partic-
ipatory resource allocation (Lee et al. 2019b) has shifted its
attention from focusing on agents powered by artificial intel-
ligence (AI) to human-human or human-AI interactions (En-
driss 2017; Brandt et al. 2016). Thus, recent efforts in col-
lective decision-making (d’Eon and Larson 2020; de Clip-
pel and Rozen 2022; Nizri, Azaria, and Hazon 2022) have
focused on empirical validation of axioms in computational
social choice. The standard theoretical and algorithmic mod-
els of fair division often do not capture the intricacies of real-
world settings that are shaped by individuals’ cognitive abil-
ities, the availability of information, and more importantly,
the community and human psyche. Hence, a fundamental
question emerges as to which axioms of fairness (or relax-
ation thereof) are perceived to be fairer? And why?

Overview. In this paper, we argue for a broader agenda in
fair division based on perceived fairness, one that grounds
fairness judgements based on human values.1 With the popu-
larity of axiomatic approach in online systems (Tennenholtz,
Zohar, and Moulin 2016), Procaccia (2019) articulates—
through two examples rooted in fair division and voting—
that axioms should explain solutions beyond providing

1These new directions may be applied to a broader set of prob-
lems in computational social choice (e.g. in voting or cake-cutting).
Here, we primarily focus on fair allocation of indivisible resources
for the ease of exposition.
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Figure 1: A high-level steps in the fairness axiom lifecycle.

mathematical guarantees. We further postulate that not only
axioms of fairness should explain solutions, but they should
be 1) aligned with societal and cognitive values, 2) incorpo-
rated in AI systems that are acceptable by stakeholders (e.g.
individuals, communities) and social planners (and policy
makers), and 3) be verifiable, i.e. individuals (or collectives)
should be able to verify the solutions (see Figure 1).

Bringing human perception into decision-making leads to
furthering our understanding of societal fairness when de-
ploying algorithms based on various fair solutions, and ul-
timately leads to the development of new axioms of fair-
ness. Understanding what is fair and the perception of fair-
ness for individuals or a society of agents requires a trans-
disciplinary approach from AI and computing research to
experimental economics and behavioral psychology. Focus-
ing on a broad perspective, we discuss challenges in incor-
porating human perception along the dimensions of value
judgements, integration, and verification. Thus, the overar-
ching questions are:

What axioms are more aligned with human value
judgments among all known fairness axioms? What
(and how) cognitive and behavioral factors influence
individuals’ perception of fairness, and how should
these human judgements form new fairness concepts
and inform the design of new algorithms?

2 The Fairness Fair

A standard fair division problem aims at distributing a set of
m indivisible resources (or goods) among a set of n agents
such that the resulting solution satisfies some axioms of fair-
ness. The preference of an agent is generally specified with
a valuation function vi that maps each ‘solution’ to a value.
This model allows for a wide variety of preferences over the
outcomes beyond the standard assumptions in fair division
that often consider valuation functions to be (i) idiosyncratic
with no externalities and (ii) additive (the utility of each in-
dividual is the sum of values of individual items).

The primary fairness notions can be seen as either
comparison-based notions that rely on pairwise compar-
isons (e.g. envy-freeness and its relaxations), and threshold-

based criteria that deal with achieving a fair-share of the set
of items (e.g. proportionality and maximin share).2

One of the most desirable comparison-based axiom of
fairness is envy-freeness (EF), which requires that no agent
prefers the allocation of another agent to its own (Foley
1967; Gamow and Stern 1958). A well-studied threshold-
based axiom is proportionality that requires giving each
agent to receive at least 1/n of its value for all the items.
Its extension, maximin share (MMS), is the value an agent
can guarantee by partitioning the items into n bundles and
receiving the least preferred one (Budish 2011). It is crucial
to note that fairness is often studied in conjunction with eco-
nomic efficiency notions such as Pareto optimality to guar-
antee some level of social welfare.

Relaxations. When dealing with indivisible items, none of
the above fairness notions can be guaranteed. For example,
consider a single valuable item and two agents. Moreover,
given an instance, deciding whether such an allocation exists
is generally proven to be computationally intractable. These
negative results have motivated deterministic relaxations of
such solution concepts (in Section 4 we discuss an alterna-
tive method that utilizes randomization).

The most prominent relaxations of fairness axioms in the
literature are envy-freeness up to one item (EF1) (Lipton
et al. 2004), envy-freeness up to any item (EFX) (Caragian-
nis et al. 2019), and (approximate) maximin share fairness
(MMS) (Budish 2011). While EF1 allocations always exist
and can be computed in polynomial time (Lipton et al. 2004;
Caragiannis et al. 2019), the existence and computation of
EFX allocations—-with some exceptions for instance when
n < 4 or under lexicographic extensions (Chaudhury, Garg,
and Mehlhorn 2020; Hosseini et al. 2021)—are intriguing
open problems that have motivated a large array of works
in recent years. Similarly, the non-existence of MMS allo-
cations (Kurokawa, Procaccia, and Wang 2018) has inspired
a variety of algorithmic techniques in finding multiplicative
(Ghodsi et al. 2021; Garg and Taki 2021) or ordinal (Hos-
seini, Searns, and Segal-Halevi 2022b,a) approximations to
the MMS threshold.3

The following example illustrates an instance of a fair di-
vision problem. We will use it as a running example when
discussing the challenges and directions in incorporating hu-
man perception in fair decision-making.

Example 1. Consider three agents with preferences as
shown in Table 1. For simplicity of exposition, the prefer-
ences are assumed to be additive. The allocation shown with
circles is EF1, but does not satisfy proportionality: Agent 1
is envy-free; the envy of agents 2 and 3 towards agent 1 can
be eliminated by the hypothetical removal of a single item
(g3). The allocation shown with underlines is likewise EF1

2We do not discuss notions that measure the degree of fairness
in a society by minimizing the maximum or sum of envy (Cheva-
leyre et al. 2007; Chen and Shah 2018; Nguyen and Rothe 2014),
minimizing the envy ratio (Lipton et al. 2004), or balancing the
amount of envy experienced in a society.

3For a comprehensive list, see the following recent surveys
(Aziz et al. 2022; Amanatidis et al. 2022b).
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g1 g2 g3 g4

1 6 4 10 10

2 7 6 9 8

3 1 11 12 6

Table 1: A stylized running example with four items and
three agents.

but improves the economic efficiency (more precisely, it is
EF1 and Pareto optimal).

3 Alignment with Human Value Judgement
In the field of fair division, the most common fairness ax-
ioms were originated from the early works of mathemati-
cians such as Steinhaus on fairly dividing a cake (Steinhaus
1948) and insights that followed from philosophical theories
in distributive justice (Rawls 1971; Sen 2018). Over the next
few decades, these studies resulted in the development of a
plethora of fairness axioms. While these mathematical con-
structs gave rise to advancements in mechanism design and
algorithmic solutions, they do not completely capture the in-
tricacies of human decision judgement, as often fairness ax-
ioms (or outcomes) themselves influence the preferences of
individuals (Sandbu 2008).

In what follows, we argue that 1) the well-studied fairness
concepts should be revisited and evaluated in the presence of
complexities in human perception, 2) it is critical to inves-
tigate competing fairness axioms and their (in)compatibility
when interacting with individuals, and 3) there is a dire need
for devising a hierarchy of axioms in fair decision-making to
ensure that the axioms are aligned with human preferences.

3.1 Extracting Fairness and Hierarchy of Axioms
A compelling argument for the aforementioned fairness con-
cepts is that they do not rely on interpersonal utility compar-
isons4, meaning that they eliminate the need for identifying
who derives the most (or the least in case of chores/tasks)
from (a bundle of) resources. Thus, an agent values its own
bundle only according to its own direct introspective pref-
erences. Yet, in reality human value judgement is seldom
introspective and is often affected by a variety of individual,
social, and cognitive parameters. This raises the questions of
which fairness axioms are perceived to be fairer according
to human values? Do envy-free allocations (when they exist)
are perceived to be fairer compared to their proportional
counterparts? What about their relaxations? Which fairness
axioms are more aligned with human value judgements?

3.2 Perceived Fairness and Cognitive Aspects
In this section, we highlight a few (non-exhaustive) factors
that are often involved in human judgement and discuss their
impacts on algorithmic fairness.

4For a comprehensive discussion on interpersonal utility com-
parisons and arguments for and against them in the utility theory,
see (Sen 2018; Harsanyi 1990).

Transparency and Information Sharing. Counterfactual
reasoning seems to be the cornerstone of several approxi-
mate fairness concepts. Many prominent relaxations of fair-
ness such as EF1 and EFX rely on a counterfactual inter-
pretation of fairness, assuming that an agent’s envy is elim-
inated if a single item is to be removed from the envied
agents. While transparency is a crucial societal concern, in
practice often agents do not have access to all the infor-
mation. In this vein, epistemic relaxations of fairness have
been proposed that rely either on withholding information
(Aziz et al. 2018) or on removal of a randomly selected item
(Farhadi et al. 2021). A question is how to utilize informa-
tion sharing/withholding to increase the perceived fairness
of outcomes?

A recent epistemic relaxation is envy-freeness up to k hid-
den goods (HEF-k) that eliminates envy by hiding a small
(k) number of items (Hosseini et al. 2020). Interestingly,
an experimental study showed that HEF-k allocations are
perceived to be fairer compared to their EF1 counterparts
(Hosseini et al. 2022). Yet, these studies are limited in scope
as they pertain to specific settings with highly stylized in-
stances. Moreover, it is not clear how information sharing
guide (or cause) an outcome to be perceived fairer. One plau-
sible justification could revolve around individuals’ bounded
rationality or the amount of effort needed to consider the
‘unknown’, which has been described by Daniel Kahneman
as ‘what you see is all there is’—the cognitive phenomenon
that human brain is hardwired to believe that the given in-
formation is the entirety of the relevant information.

Fair for Me vs. Fair for All. In fair division, agents make
judgements over their own allocations, either in comparison
with what is allocated to other agents (as in envy-freeness)
or by measuring its value against a fairness threshold (as in
proportionality). However, in reality fairness judgments are
often made based on human values for fair outcomes for all,
meaning that what is fair for me may not be considered as a
fair outcome for everyone.

In the context of bargaining, Herreiner and Puppe (2009)
demonstrated experimentally that the primary factor of fair-
ness is in fact inequality aversion—i.e. the tendency of hu-
mans in seeking equal outcomes—and that envy-freeness
plays a secondary role in the perception of fairness, only
when economic efficiency and inequality aversion are sat-
isfied. In other words, everything equal, people tend to as-
sociate a higher order to inequality aversion. These findings
suggest that individuals seem to (implicitly) create a hierar-
chy of axioms to reason about relative value of each out-
come. Hence, developing fair algorithms may require ax-
ioms that are able to capture solutions that take the social
context into account beyond perceived envy.

Let us illustrate this point by visiting Example 1: Agent
1 may not perceive any unfairness in the circled alloca-
tion as she does not envy others, however, she may per-
ceive the overall outcome to be unfair since she receives a
higher value (as well as higher number of items) than the
other two agents. Does agent 1 consider the outcome fair
for agent 3 since she receives her proportional share? More
broadly, which fairness concepts are employed in assess-
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ing outcomes? And do those fairness concepts change when
evaluating an outcome for self vs. for everyone?

Skin in the Game. When measuring fairness of an out-
come for everyone, there is an element of how much stake
an agent has in the decision itself. In other words, human
judgement is often dependent on whether (and to what ex-
tent) they have ‘skin in the game’. Looking into the fairness
notions such as envy-freeness, it is crucial to understand the
perception of fairness both from the eyes of participating
agents and non-participating bystanders. This concept is re-
lated to avoiding ‘self-serving bias’ in behavioral economics
(Konow 2003). Here, the goal is to understand the extent of
which having ‘skin in the game’ can impact human percep-
tion, and whether fairness axioms should be sensitive to such
biases. Would an envy-free agent consider the outcome fair
if they were to observe it as a bystander?

One approach is to use the judgement of the other indi-
viduals as a proxy for objectivity by measuring fairness in
‘the eyes of the others’ (Shams et al. 2022); thus, envy ex-
ists if sufficiently many agents agree that it should be the
case (if they were in his shoes). It is a generalization of the
unanimous envy condition proposed by Van Parijs (1995).
An open question is, thus, whether individuals tend to value
the views of others (and perhaps those closer to them) when
assessing the fairness of outcomes.

Agency & Deliberation. Given the key role of ‘agency’ in
human perception, an intriguing questions arises on whether
(and to what extent) distributed fair algorithms are perceived
to be fairer compared to centralized algorithms (see the fol-
lowing discussion on procedural vs. distributive fairness).
The impact of agency through outcome control, i.e. the abil-
ity to adjust the outcomes, has shown to improve the per-
ceived fairness among participants in resource allocation
studies (Lee et al. 2019a). More importantly, even when al-
locations satisfy the fairness notion of EF1, the sheer ‘sense
of control and agency’ resulted in higher satisfaction even
when modifications were performed as a group. In voting,
Grandi et al. (2022) has recently shown that group delib-
eration in a repeated setting improves the social outcome
where participants demonstrated a more optimistic behavior
when given agency to deliberate. Similar experiments in fair
resource allocation illustrate that agency and group delib-
eration improve participants perception of fairness in com-
parison with outcomes prescribed by algorithms on Splid-
dit (Lee and Baykal 2017). In the context of matching, a
recent experimental study, similarly, illustrates the role of
autonomy and agency in perceived fairness of matching al-
gorithms (König et al. 2019).

Thus, the following questions arise: How (and to what
extent) involving participants in the decision-making pro-
cess improves their perception of fairness? And how the
perceived fairness relates to human cognitive biases such
as the Ikea Effect (Norton, Mochon, and Ariely 2012)—
tendency to associate higher value to products/outcomes
one contribute—and cognitive dissonance, as observed by
Konow (2003)?

Motivation, Context, and Framing. Individuals’ motiva-
tion for a task as well as the context (e.g. culture) impacts
their actions and perceptions. A recent study on resource al-
location (Lee 2018) suggests that the perceived fairness of
algorithms is dependent on task characteristics; and partic-
ipants consider algorithmic solutions to be equally fair in
mechanical tasks (e.g. processing data) compared to solu-
tions suggested by humans, while they perceive algorithm-
induced outcomes to be less fair for tasks that require human
skills and subjective judgement.

Moreover, the sensitivity of fairness axioms to the well-
known framing effect (Tversky and Kahneman 1985)–
whether in evaluating outcomes or during the elicitation
of preferences–could impact the choice of fairness notions
in collective decision-making. Framing effect often causes
preference reversal which states that a change in reference
point may lead to a change in preference (aka preference re-
versal) even if the values associated with possible outcomes
remain unchanged. Kahneman, Slovic, and Tversky (1982)
showed that human behavior rarely adheres to a closely-
related axiom, often known as the independence axiom (aka
Independence of Irrelevant Alternative).

Thus, an immediate direction is studying how context and
framing could impact the perception of fairness. The recent
focus in studying allocation algorithms pertaining to goods
(positively valued items) versus chores (negatively valued
items) and mixture thereof, albeit necessary, is primarily the-
oretical. For example, axioms such as EF1 and EFX can eas-
ily be interpreted when distributing tasks by considering the
removal of item from one’s own bundle; yet, the perceived
fairness of these solutions may be impacted by human’s be-
havioral change when facing gains vs. losses—a seminal
concept in prospect theory (Kahneman and Tversky 1979).

Distributive vs. Procedural Justice. The vast majority of
research in fair division can be situated within distributive
justice5, which is primarily concerned with socially fair ‘out-
comes’. However, the human judgement of decisions is often
impacted by perceived fairness of the procedures. In other
words, the interaction between distributive fairness and pro-
cedural justice (Tyler and Allan Lind 2002) in allocation of
resources—particularly when dealing with approximate fair-
ness axioms—requires an in-depth investigation.

Let us revisit the instance given in Example 1: both circled
and underlined allocations satisfy EF1; however, the circled
allocation may be perceived to be fairer as it is the outcome
of a fair procedure (in this case the Round-Robin algorithm):
agents pick their favorite items among the remaining items
one by one according to the 1, 2, 3, 1 ordering. More im-
portantly, note that the underlined allocation is theoretically
more desirable as it results in higher social welfare (it is si-
multaneously EF1 and Pareto optimal).

In the context of allocating a divisible resource, proce-
dures that are envy-free are perceived to be fairer by partic-
ipants than those that are proportional (but necessarily not
envy-free) (Kyropoulou, Ortega, and Segal-Halevi 2022).

5Distributive justice has a long history in philosophy within
Rawls’ theory of justice in distribution of social goods. We refer the
readers to the seminal works of Adams (1963) and Rawls (1971).
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These findings imply that participants–all things equal–
can correctly identify (and prefer) procedures that provide
stronger fairness guarantees. Yet, the comparison between
fair procedures and fair outcomes remains an interesting
open problem. Are envy-free outcomes through centralized
algorithms perceived to be fairer compared to fair proce-
dures that only guarantee weaker notions of fairness (e.g.
proportionality)?

4 Uncertainty and Temporal Effects
Thus far we mainly highlighted challenges in devising and
evaluating axioms of fairness in isolated, static, settings. Yet,
human judgement is often impacted by uncertainty of the
outcomes or procedures as well as dynamic or temporal na-
ture of parameters or decisions.

Fair Lotteries. Randomization has emerged as an alterna-
tive approach to approximate fairness notions such as EF1.
The goal is often to achieve fairness ex-ante by allowing
agents to participate in fair lotteries. While recent efforts in-
vestigated theoretical boundaries of achieving ex-ante envy-
freeness and ex post EF1 solutions (Freeman, Shah, and
Vaish 2020; Aziz 2020), the interaction between the two ap-
proach and how they impact the perception of fairness re-
main mainly open.

Sequential Fairness. When items need to be allocated se-
quentially, for example in charity donations, human percep-
tion may be affected by its lookahead reasoning, different
discounting factors for future allocations, as well as avail-
ability bias. Similarly, in problems involving repeated allo-
cation (or reallocation) of resources, the following questions
may arise: Which axioms of fairness can adequately capture
human judgements? And how should these solutions be im-
plemented to improve perceived fairness?

Dynamic Settings. Imagine a scenario where new individ-
uals arrive after an allocation decision is made. What modifi-
cations or redistribution of resources are considered socially
acceptable (and fair)? Similarly, when an agent leaves its
items behind, how shall we redistribute its share among the
rest of agents so as to maintain fairness? What constitutes a
fair redistribution? Would the initial allocation’s (un)fairness
impact how the resdistribution should happen? For example,
consider an envy-free allocation. An agent leaves and the
resources it held now needs to be redistributed. Suppose re-
distribution A preserves envy-freeness, but another redistri-
bution, say B, does not. Which redistribution is perceived to
be fairer? What if the initial allocation is not envy-free?

5 Verification of Fairness
5.1 Proof of Fairness
A key criterion in adopting algorithmic approaches for solv-
ing societal problems is human perception. The majority of
algorithms and procedures were not traditionally designed
with human perception in mind. In particular, fairness as
distributive justice (aka, outcome fairness) is challenging to
verify outside of academic and AI expert circles; we cannot
expect from people the level of algorithmic literacy that is

necessary for understanding and verifying solutions. Even
if we do, it is unreasonable to presume sufficient cognitive
(or computational) dedication to verify the outcomes gener-
ated by algorithms. Note that even when dealing with AI-
powered agents working on behalf of firms, institutions, or
individuals, solutions (and their certificates) are ultimately
interpreted by human stakeholders. Thus, a pressing re-
search agenda is how to provide a proof of fairness that takes
human perception into account.

On the philosophical front, proof of fairness is closely re-
lated to interactional justice (Bies and Moag 1986), that fo-
cuses on explanations that are provided to individuals to jus-
tify mechanisms that are used to ensure procedural fairness
or delineate the reasons behind distribution of resources in
a certain fashion.6 These issues, at heart, require a thorough
understanding of human perception, human-AI interaction,
and algorithmic thinking.

5.2 Privacy-Preserving Verification
Providing a proof of fairness to participants may have severe
privacy ramifications. For example, verifying envy-freeness
requires sharing information about the bundles allocated to
all other agents. Thus, when sensitive information needs
to be shared to ensure fairness (e.g. the availability of an
agent, location information in facility location problems, and
evaluating colleagues or team members in an organization),
there is a need for properly balancing privacy concerns with
the transparency required to verify fairness of an outcome.
A recent work on differential privacy in fair allocation of in-
divisible goods (Manurangsi and Suksompong 2022) show
mainly negative results in achieving approximate fairness
notions of envy-freeness and proportionality. An overarch-
ing question is how should we devise verification mecha-
nisms that allow for reasonable and practical proof of fair-
ness while ensuring some level of privacy?

A promising direction is potentially focusing on infor-
mation withholding approaches (as we discussed in Sec-
tion 3.2). However, these approaches may in turn have neg-
ative impact on perceived fairness. Another practical ap-
proach for privacy-preserving fairness verification is to ex-
ploit randomization techniques. For instance, should we en-
able the individuals to randomly select (a limited number
of) bundles to verify fairness (e.g. envy-freeness) instead of
sharing information about other agents? How would this
approach in return impact individuals’ perception of fair-
ness or more importantly their trust in algorithmic decision-
making?

5.3 Explainable Fairness
Taking an AI standpoint, there has been much interest
in explainable AI within the machine learning community
which primarily focuses on transparency in the mechanics of
the machine learning algorithms (Burkart and Huber 2021;

6Interactional justice has two components: interpersonal jus-
tice, which focuses on treating individuals with dignity and respect
by social planners or authorities, and informational justice, which
is focused on the explanation of outcomes or procedures (Green-
berg 1990, 1993). Here, we are primarily referring to the latter.
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Chakraborti, Patra, and Noble 2020). We advocate for a
broader sense of explainablity, that is, solutions must be ex-
plainable not only to experts and system designers but they
should also provide justifications to the participating parties.

Explainability in mechanism design and voting has at-
tracted some attention in recent years primarily from a the-
oretical point of view. Explainable mechanism design often
has to deal with unique challenges (in contrast to the gen-
eral explainable AI framework) due to complexities such as
multi-objective norms, different stakeholders, and the range
of the required justifications (Suryanarayana, Sarne, and
Kraus 2022). In the context of voting, recent works focus
on providing justifications for a given decision through a
set of norms and axioms that are ‘collectively accepted’ by
the agents along with arguments that explain the solutions
(Boixel and Endriss 2020; Nardi, Boixel, and Endriss 2022).
While the size of explanations can be bounded in certain
domains of voting (Peters et al. 2020), how individuals mea-
sure and evaluate these explanations remains mainly unstud-
ied. In addition, axioms of fairness rely on a variety of social
norms and cognitive biases that could mutually interact with
the framing, size, or the ordering of the explanations.

5.4 Human-AI Interactions and Visualization
A primary challenge in designing fair solutions is under-
standing how people and AI systems interact with one an-
other. These interactions require a reasonable (and suffi-
cient) methods to elicit complex preferences as well as com-
municating the outcomes (or potential outcomes) to the in-
dividuals.

Preference Elicitation. In fair allocation of indivisible
items, we often consider restricted preferences (e.g. addi-
tive valuations) to allow for compact representation of pref-
erences over bundles. While these restrictions have origins
in practical applications, it is unreasonable to expect that in-
dividuals can assign precise cardinal valuations to a large
number of items. On the other hand, ordinal preferences may
not contain sufficient information required for total exten-
sions over outcomes.

Preference elicitation in systems involving human partic-
ipants requires going beyond theoretical models that aim at
minimizing the number of queries. Rather, it requires proper
mechanics about how to (and to what extent) interact to pre-
vent cognitive overload and maintain a balance between op-
timal elicitation and achieving socially desirable decisions.

Visualizations. Visualization of the fair algorithms such
as Spliddit (Shah 2017) and MatchU.ai (Ferris and Hosseini
2020) could improve the algorithmic literacy of individu-
als. Such efforts have been shown to improve algorithmic
thinking and providing (limited) ability for comprehending
certain axioms (Bao and Hosseini 2023). Yet, these visual-
izations are insufficient in providing proof of fairness that
can then be simply verified by individuals. Thus, the ver-
ification of distributive justice (outcome fairness) not only
requires fairness axioms to be coherent with human values,
but also calls for equipping individuals with smooth visual
interactions to check and ultimately accept the solutions.

6 Conclusion
Fairness issues in AI systems arise from a variety of ax-
iomatic, algorithmic, and epistemic assumptions. These
challenges require a precise and in-depth interdisciplinary
discussions to align fairness axioms with human value
judgements, evaluate the perceived fairness of common fair-
ness notions, and develop new axioms of fairness. Novel
algorithmic approaches should enable individuals to verify
the fairness of the solutions by providing explanations for
the procedures, enabling interactions with the algorithms,
and providing a proof of fairness while preserving privacy
of the individuals. From the technical perspective, new al-
gorithms should be designed to adhere to the new fairness
axioms that are aligned with human values. Computational
hardness may not necessarily be an obstacle if the new ax-
ioms are shown to not rely on full information. In this vein,
theoretical research may shift focus from approximate meth-
ods to context-aware solutions.

Incorporating human perception in collective decision-
making is an extremely challenging task. A long-term suc-
cessful plan must draw from a broad array of disciplines
including AI and computing research to experimental eco-
nomics and behavioral psychology. Our aim in this paper
was to paint a broad agenda for future research in collective
decision-making. The hope is to enrich our understanding of
human judgement and develop algorithmic solutions that are
responsive (or at least aware) of human perception and ulti-
mately establish new axioms of fairness for future research.
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