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Abstract

The application of artificial intelligence technology has
greatly enhanced and fortified the safety of energy pipelines,
particularly in safeguarding against external threats. The pre-
dominant methods involve the integration of intelligent sen-
sors to detect external vibration, enabling the identification of
event types and locations, thereby replacing manual detection
methods. However, practical implementation has exposed a
limitation in current methods - their constrained ability to ac-
curately discern the spatial dimensions of external signals,
which complicates the authentication of threat events. Our
research endeavors to overcome the above issues by harness-
ing deep learning techniques to achieve a more fine-grained
recognition and localization process. This refinement is cru-
cial in effectively identifying genuine threats to pipelines,
thus enhancing the safety of energy transportation. This pa-
per proposes a radial threat estimation method for energy
pipelines based on distributed optical fiber sensing technol-
ogy. Specifically, we introduce a continuous multi-view and
multi-domain feature fusion methodology to extract compre-
hensive signal features and construct a threat estimation and
recognition network. The utilization of collected acoustic sig-
nal data is optimized, and the underlying principle is eluci-
dated. Moreover, we incorporate the concept of transfer learn-
ing through a pre-trained model, enhancing both recognition
accuracy and training efficiency. Empirical evidence gath-
ered from real-world scenarios underscores the efficacy of our
method, notably in its substantial reduction of false alarms
and remarkable gains in recognition accuracy. More gener-
ally, our method exhibits versatility and can be extrapolated
to a broader spectrum of recognition tasks and scenarios.

Introduction
Energy safety has a significant impact on natural safety and
social stability. Among them, energy transportation is an im-
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portant part of energy safety. Pipelines undertake the major-
ity of energy transportation capacity, including oil, natural
gas, hydrogen, etc (Xiang et al. 2022). Especially in the oil
and gas field, according to statistics, 70% of crude oil in the
United States is transported through pipelines, and the to-
tal length of global energy pipelines has exceeded 4 million
kilometers. However, long-distance energy pipelines are in
open natural areas and pose great safety risks. Pipeline leak-
age and breakage accidents may threaten human life, prop-
erty and health, and have a negative and nonnegligible so-
cial impact. In 2022, the Nord Stream natural gas pipeline
suffered external damage and leaked, resulting in multiple
explosions1. In the same year, more than 14,000 barrels of
crude oil leaked from the pipeline of Kansas, USA, causing
significant economic loss and environmental pollution2.

To ensure pipeline safety, a large amount of manpower
and resources have been invested in pipeline inspection re-
cently. The development of intelligent sensing, data-driven,
and advanced artificial intelligence (AI) technology has em-
powered the pipeline safety field (Zhang, Liu, and He 2019;
Yang et al. 2022a; Bao and Yang 2021). Therefore, indus-
try experts and researchers have begun to combine sens-
ing measurement technology with AI algorithms to achieve
pipeline safety early warning (PSEW) (Zhu et al. 2023a,b;
Yang, Zhang, and Li 2021). Among them, distributed op-
tical fiber sensing (DOFS) technology plays a crucial role
and has been widely recognized by the industry. On the one
hand, it has the advantages of high sensitivity, long-distance
continuous monitoring, low cost, anti-electromagnetic inter-
ference, etc. On the other hand, the device is easy to deploy
in stations along the pipeline. The storage and invocation of
data, as well as the training and updating of algorithms, have
become convenient (Zhu et al. 2022; Yang et al. 2022b).

However, the current development of this technology still
faces many important challenges. (1) There are complex
background noise and interference signals in the external en-

1https://en.wikipedia.org/wiki/2022 Nord Stream pipeline sab
otage

2https://en.wikipedia.org/wiki/2022 Keystone Pipeline oil spill
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Figure 1: The structure of an typical optical-fiber-based PSEW facility and architecture of the DAS system.

vironment of the pipeline, making it difficult to distinguish
similar signals. (2) The identification and location of threat
events are only based on the pipeline axial location (i.e., de-
fense zone), and it is difficult to determine the radial location
of the threat event from the pipeline, which places higher re-
quirements on spatial recognition ability. (3) The false alarm
rate (FAR) is quite high, with a large number of false early
warnings occurring in the radial direction of the pipeline,
which wastes a lot of verification costs and is not conducive
to optimizing scheduling and other maintenance measures.

These challenges greatly limit the accuracy and efficiency
of DOFS technology in safety monitoring and warning
for energy pipelines. To address the challenges currently
faced by DOFS technology, this paper uses an advanced
deep learning algorithm framework to build a fine-grained
pipeline radial threat recognition algorithm, which helps
pipeline workers more accurately judge and process warn-
ing results. Specifically, we first collect data from real sites
and preprocess the original signal of fiber optic sensing to
enhance signal quality, including signal denoising and re-
construction. Secondly, we integrate multi-view and multi-
domain features from both the time-domain, frequency-
domain and space-domain of continuous defense zones in
feature construction. Next, the EfficientNetv2 model with
the introduction of transfer learning is used to classify the
threat level and identify the external damage events in the
real danger area. Finally, the processing decisions of exter-
nal threats to pipelines are subdivided with experts in the
energy pipeline field, and unmanned aerial vehicle (UAV)
verification and intervention are taken to the real threats.

Our main contributions are summarized as follows.

• Compared with previous work, we focus on fine-grained
identification of PSEW issues. We enhance the early
warning system by estimating the distance of external
damage events along the pipeline’s radial direction, ef-
fectively mining valuable features from sensing signals.

• We innovate a preprocessing technique for extract-
ing multi-view, multi-domain features from continuous
space-time-frequency data. This approach maximizes the

potential of optical fiber acoustic signals gathered during
real-world scenarios. Our experiments confirm the supe-
riority of our method over alternatives.

• We elevate model performance and classification out-
comes through data augmentation, composite scale fea-
ture extraction, and pre-training models. This also accel-
erates model training, expediting convergence.

• Our method accurately recognizes safety threats from ex-
ternal pipeline damage, minimizing operational expenses
while ensuring timely alerts. This contributes to a stable
energy supply and societal progress.

Related Works
Distributed Optical Fiber Sensing for PSEW
DOFS has the advantages of high sensitivity, distributed de-
tection, and high signal-to-noise ratio of vibration signals
(Yang, Li, and Zhang 2021). For long-distance monitoring,
the measurement range and spatial resolution of the system
are two important indicators that need to be balanced. More-
over, the DOFS system used for pipelines needs a longer
measurement range and usually needs to continuously mon-
itor tens to hundreds of kilometers, so the spatial resolution
is low. In the PSEW field (Zhu et al. 2023c; Yang and Zhao
2022), it is hoped that the DOFS system has both a high ac-
curacy rate and a low false alarm rate to reduce the frequency
of false alarms, so as to reduce the operation and mainte-
nance cost of the measures taken after each early warning.
However, due to the complex environment of long-distance
pipeline (Zhu et al. 2023d; Lyu et al. 2023), it is still a
challenging problem in practical applications to classify and
identify various vibrations with a high recognition rate.

Distributed acoustic sensing (DAS) (Wu et al. 2019) is a
novel technology that enables continuously distributed de-
tection of vibrations and acoustic fields. In the intrusion de-
tection methods of the DAS system, the pattern recognition
algorithms can classify vibration events (Xu et al. 2017; Wu
et al. 2020b). Yang et al. constructed a multi-feature fusion
convolution neural network (CNN) and LightGBM model
based on two new complementary spatial-temporal features
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Figure 2: The feature construction of multi-view and multi-domain based on space-time-frequency information fusion.

and achieved an effective recognition rate of more than 95%
in the real environment (Yang, Zhang, and Li 2021). More
effective feature extraction was the key to improving the
recognition accuracy (Liu et al. 2022; Yang et al. 2021a).
New research began to try feature extraction and recogni-
tion technology based on multidimensional signals (Liang
et al. 2019; Li et al. 2023). Meanwhile, the real-time trans-
formation of massive raw data into useful sensing signals
is an important direction for future research (Yang, Zhang,
and Li 2021; Zhang, Li, and Yang 2023). In general, DOFS
provides a transformative means for the perception of the
physical world and has significant implications for advance-
ment.

Spatial Localization for Pipeline External Threats
As shown in Fig. 1, spatial localization for pipeline exter-
nal threats can be divided into two main parts, pipeline ax-
ial and radial localization. The axial direction corresponds
to the defense zone in the DOFS system. The radial direc-
tion represents the direction perpendicular to the pipeline.
Fig. 1 demonstrates the intelligent identification, localiza-
tion and decision-making intervention process of the entire
PSEW system. First, the optical module ( 2⃝) of the DAS sys-
tem obtains the acoustic signal along the external pipeline
through the parallel communication optical fiber ( 1⃝). The
parallel communication optical fiber is laid along with the
pipeline construction. The optical module is responsible for
transmitting optical signals. Second, the DAS system ob-
tains and analyzes the perception signal in real time through
the signal acquisition module ( 3⃝) and the signal analysis
module ( 4⃝). Among them, the signal acquisition module
realizes the conversion and digital demodulation of photo-
electric signals and stores the signals of each defense zone
as one-dimensional timing signals. The signal analysis mod-
ule deploys the proposed method by our research on the up-
per computer for signal processing and pattern recognition.

After providing early warning information, UAVs are dis-
patched for verification and intervention ( 5⃝).

When applying DOFS in the pipeline safety field, re-
searchers initially focused on detecting external intrusions
to the pipeline (Lv et al. 2021; Yang et al. 2021b). Due to the
fact that the DAS system continuously monitors the pipeline,
with the sensing fibers often laid parallel to the pipeline, it
is relatively easy to locate the occurrence position of intru-
sion events along the axial direction of the pipeline (Tejedor
et al. 2016). Tejedor et al. made a series of works by com-
bining DOFS with machine learning methods in the field of
pipeline safety warnings. Furthermore, researchers have in-
creasingly paid attention to the types of external events in
the axial direction of the pipeline and conducted research
in the direction of pattern recognition (Tejedor et al. 2017,
2019). Pipeline axial localization can estimate the occur-
rence of external damage events of pipelines, so as to give
early warning to threatening events. However, in addition to
the model’s performance issues, the radial distance of exter-
nal hazardous events (such as mechanical construction) from
the pipeline also caused a large number of false positives.

In the past, few researches conducted on the distance
of hazardous events occurring in the radial direction of
pipelines (Wu et al. 2020a). Nevertheless, optical fibers have
a wide range of external sensing, which can generally sense
vibration signals along the radial direction of the pipeline at
around 50 meters. According to relevant industry standards
and regulations, the safety distance for construction near oil
and gas pipelines is typically 5 meters, while the safety dis-
tance for structures such as factories is 22.5 meters. More-
over, we classify the areas with different radial distances into
three classes as shown in Fig. 1. No processing is required
for the non-threat area. For the tracking area, we can con-
tinue monitoring the threatening behavior, and further de-
termine its working condition in the next time step. For the
alarm area, we need to take timely verification and interven-
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tion measures, such as sending UAVs for evidence.

Methodology
Signal Preprocessing and Feature Construction
The signals collected by the DAS system are of low signal-
to-noise ratio due to both device-generated noises and en-
vironmental noise, resulting in unsatisfactory signal quality.
To address this issue, we first perform a pre-processing op-
eration of denoising and reconstructing the signals. Specifi-
cally, we use variational mode decomposition (VMD) to en-
hance the signal quality, thereby improving the performance
of the feature extraction and recognition network. VMD em-
ploys a non-repeated development process, avoiding modal
distortion and ensuring operational efficiency (Dragomiret-
skiy and Zosso 2013; Pu et al. 2023).

Then, we mainly introduce the feature construction
method proposed in this paper. Our approach is built on the
basis of a signal time-frequency map and integrates multi-
view and multi-domain features from both the time-domain,
frequency-domain and space-domain of continuous defense
zones. As shown in Fig. 2, the vibration generated by ex-
ternal events has an effect on the axial localization defense
zone and its adjacent defense zones. The location informa-
tion of the radial direction can be hidden within the acous-
tics signals of adjacent defense zones to the axial localiza-
tion defense zone. Therefore, we plot time-frequency maps
(Parchami et al. 2016) for each ith defense zone and its ad-
jacent zone i− 1 and i+1. Finally, we obtain a space-time-
frequency fusion feature map through image stitching.

We perform this approach to achieve the same as multi-
point spatial localization. We found that limited dimensional
feature extraction results in significant feature overlap when
attempting to achieve fine-grained levels of recognition tasks
(such as radial localization). It is difficult to distinguish ra-
dial location solely through the signal from a single defense
zone, while the complementary information from adjacent
defense zones can enhance behavioral features in space. The
vibration transmission of excavating behavior and the fad-
ing law of sensing light can enable nearby defense zones to
capture effective information on threat signals (Xu, Tao, and
Xu 2013; Chen et al. 2023). Additionally, on the advice of
energy pipeline experts, two adjacent defense zones are se-
lected and the feature fusion of three zones proved to be a
satisfactory result. Increasing the adjacent defense zone sig-
nals would result in redundant information, increased com-
putational complexity, and reduce processing speed. There-
fore, we construct features for threat signals as shown in Fig.
2 to better distinguish signals from three radial threat areas.

Threat Estimation and Recognition Network
Considering that radial threat estimation is performed on
the basis of axial localization, from the perspective of the
practical application of AI technology, we need to balance
model performance and time consumption when building
the recognition network. Therefore, lightweight design has
more advantages. We choose to build the threat area recog-
nition network based on EfficientNetV2 (Tan and Le 2021).
EfficientNet comprehensively optimizes the effects of input

Figure 3: A composite scaling method that uniformly scales
all three dimensions at a fixed ratio.

resolution, network depth, and network width to obtain the
optimal network parameters for specific tasks. Especially, a
composite scaling method that uniformly scales all three di-
mensions at a fixed ratio (enhancing network width, depth,
and resolution) is proposed. As shown in Fig. 3, a convolu-
tional network layer i can be defined as:

Yi = Fi (Xi) (1)

where F denotes the operation, Y represents the output ten-
sor, X is the input tensor with dimension < Hi,Wi, Ci >.
H and W are the spatial dimension, and C is the channel
dimension. Hi, Wi, and Ci are predetermined parameters in
the baseline network. CNN can define the same or value of
each convolution calculation in the network as:

N = Fk⊙. . .⊙F2⊙F1 (X1) = ⊙iF
dLi
i

(
Xi

(rHi,rWi,wCi)

)
(2)

where F dLi
i indicates that Fi is repeated Li times in the

stage i. < Hi,Wi, Ci > represents the type of input ten-
sor in the ith layer, and w, d, and r are coefficients for scal-
ing network width, depth, and resolution. Fi and Li are also
predetermined parameters in the baseline network.

The overall network structure of EfficientnetV2 is shown
in Fig. 4. It mainly consists of MBconv and Fused-MBConv
modules. In Fig. 4, we specifically demonstrate the opera-
tion process of these two modules. The MBconv module in-
cludes an attention mechanism of sequence and extraction
(SE) block (Hu, Shen, and Sun 2018). The purpose of the
SE module is to obtain more important feature information
through a weight matrix. Eq. 3 to 5 are performed on the
feature map to obtain different weights assigned to different
positions of the image from the channel domain.
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Figure 4: The structure of pipeline radial threat estimation and recognition network.

zc = Fsq (uc) =
1

H ×W

H∑
i=1

W∑
j=1

uc(i, j) (3)

s = Fex(z,W) = σ(g(z,W)) = σ (W2δ (W1z)) (4)

X̃c = Fscale (uc, sc) = scuc (5)

where Fsq(·) represents global average pooling. H , W and
C represent the height, width and channel respectively.
Fex(·) represents two fully connected operations. σ and δ
are the activation functions Sigmoid and ReLU respectively.
W , W1 and W1 represent the weight. Both X̃c and Fscale(·)
mean the channel multiplication between the metric quantity
sc and the feature map uc.

For the Fused-MBConv module, when expansion = 1,
there is only one 3×3 convolution on the main branch, fol-
lowed by the BN layer and SILU activation function, and
a Dropout. Moreover, when expansion ̸= 1, there is an as-
cending dimension of 3×3 convolution on the main branch,
followed by the BN layer and SILU activation function, and
then pass through 1×1 convolution, BN and Dropout.

Pre-training Model Based on Transfer Learning
Transfer learning refers to the ability to transfer knowledge
from one domain to another. During training a neural net-
work, it acquires knowledge information and converts it
into corresponding weights (Weiss, Khoshgoftaar, and Wang
2016). These weights can be extracted and transferred to a
new network model in the emerging field. In computer vi-
sion, transfer learning is typically achieved by using a pre-
trained model. It is a model trained on large benchmark
datasets to solve similar problems. The research on pipeline
radial threat estimation faces challenges such as difficulty in
obtaining data samples and limited dataset size. Therefore,

Figure 5: Experimental data collection in the real-world sce-
nario. (a) Mechanical excavation in different radial threat ar-
eas. (b) UAV verification and intervention.

transfer learning based on pre-trained models can improve
the learning efficiency and performance of the model.

Experiments and Analysis
The section introduces the dataset used to verify the effec-
tiveness of our work, as well as the comparative experiments
that we set up, evaluation indicators, implementation details,
and the analysis and discussion of the experimental results.

Data Acquisition
Due to the uniqueness of the research domain and the nov-
elty of the research issue, there are no relevant publicly
available datasets that can be utilized. Therefore, we con-
duct on-site experiments in real-world scenarios to collect
experimental data for validating our proposed method. As
shown in Fig. 5 (a), we carry out signal acquisition for me-
chanical excavation events at different radial distances (5m,
20m, and 40m) in a certain deployed natural gas pipeline
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Figure 6: The comparison of per-class evaluation indicators for the five processing methods. (a) precision. (b) recall. (c) F1-
score.

network in Zhejiang Province, China. The setting of three
threat areas categories (alarm area, tracking area, and non-
threat area) is based on the requirements for construction
safety distances for pipelines as per relevant global (indus-
try) standards (Russo and Parisi 2016). Fig. 5 (b) shows that
we dispatch UAVs for verification and intervention for the
true early warning from an intelligent sensing system.

The device used is a self-developed DAS system. Some
basic parameters of the system include the monitoring dis-
tance of 20 km (bidirectional), the spatial resolution set to
10 m, and the sampling frequency of 2 kHz. By dispatching
excavator machines to simulate threat scenarios, the signals
collected can truly reflect the characteristics of the real site.
It is evident that such an experiment is expensive, including
the suspension of natural gas transmission and operation, as
well as costs related to machinery and labor. Therefore, our
dataset is limited in size. After the screening, we obtained
300 effective samples for each of the three areas, covering
complete data for every 2,000 defense zones (sensing range
of 20 kilometers) within the experimental area. The selected
effective data samples only retain the time-sequence signals
from the defense zone of excavating operation and adjacent
defense areas to establish the data set for the experiment.

To ensure the performance of the model, we augment the
dataset by increasing the sample set size. Meanwhile, to
avoid the influence of data imbalance on the model, each
type of sample has a quantity of 1,000 (Fortuna, Martens,
and Johansen 2020). This is a feature dataset that integrates
expert knowledge3. Each sample data consists of 20,000
points, representing the sensing signal of the ith construc-
tion area in 10 seconds. The labels come from the labeling
(threat distance) when conducting experiments in the exper-
imental areas. In addition, we randomly divide the dataset
into training and testing sets according to a 4:1 ratio.

Experiment Setting
To demonstrate the effectiveness of the proposed feature
construction method, we conduct comparative experiments
to compare the proposed method with four other processing
methods, including raw data without any processing, time-
domain feature (TF) extraction, time-frequency domain fea-

3https://github.com/zhuchengyuan517/AAAI-7856-DATA.git

ture (TFF) extraction, and space-time-frequency domain
feature (STFF) extraction without data enhancement. To en-
sure the validity of experimental results, the classifiers are
all based on the EfficientNetV2 model (Tan and Le 2021),
and the model parameters are set according to the introduc-
tion in the previous sections. The model uses an SGD op-
timizer (set momentum = 0.9, weight decay = 1e-4). The
batch size is 8. In addition, we conduct model-level com-
parative experiments to demonstrate the advantages of the
constructed recognition network and pre-trained model. Due
to the consideration of training and recognition computa-
tional costs, the comparison network we established has the
same level of depth, including MobileNetV2 (Sandler et al.
2018), EfficientNetV1 (Tan and Le 2019), and SwinT-B (Liu
et al. 2021). Moreover, the performance of the model and the
required training epoch are experimentally achieved with-
out the use of pre-trained models. The signal preprocessing
methods and recognition model are shown in the appendix4.

To demonstrate the superiority of our proposed method,
we use per-class evaluation indexes (Precision, Recall and
F1-score) and average evaluation indexes (Pave, Rave and
F1ave) to comprehensively evaluate the model. Since the
sample size for each class is the same, the values of accu-
racy and average recall are the same. Therefore, we only
use Recall to compare different models between the two in-
dexes. Additionally, we also select false alarm rate (FAR) as
an equally important evaluation metric.

Result and Analysis
The experimental results demonstrate that the feature set ob-
tained from the multi-view and multi-domain fusion of con-
tinuous defense zones features significantly improves the
model recognition performance, confirming our initial hy-
pothesis. As shown in Fig. 6, it represents the recognition
results of different methods. It can be seen that the dif-
ferentiation effect becomes significant when the multi-view
and multi-domain features of continuous defense zones are
fused. This is because the multi-view and multi-domain fea-
tures can capture more detailed information about the sam-
ples, which helps to improve the model’s ability to distin-
guish between different types.

4https://github.com/zhuchengyuan517/AAAI-7856-CODE.git
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Figure 7: The training curves for different models. (a) The
training loss curve of four recognition models. (b) The train-
ing loss curve and accuracy curve of our model without the
pre-trained model.

Method Pave ↑ (%) Rave ↑ (%) F1ave ↑ (%) FAR ↓ (%)
Raw data 54.57 51.67 51.50 65.92

TF 55.74 53.83 53.59 44.52
TFF 67.80 63.75 63.33 26.72

STFF 88.02 87.50 87.48 5.81
Ours 97.82 97.67 97.69 0.99

Table 1: The comparison of comprehensive indexes of the
five processing methods.

As shown in Table 1, the model performance is greatly
improved with significant improvements in Pave, Rave, and
F1ave for all three types using the STFF method. Further-
more, the proposed data augmentation techniques further
enhance the model learning performance, resulting in im-
proved recognition performance. It can be seen that the Pave

of the proposed method reaches 97.82%, with a significant
advantage, 9.8% higher than the STFF without data augmen-
tation of the best performance of other methods. Rave and
F1ave are also high, reaching more than 97%, which indi-
cates that the model has good generalization ability. Espe-
cially, compared with the other four methods, the FAR of
the proposed method reaches the best effect of 0.99%. The
experimental results we presented are averaged over 10 re-
peated experiments. We found the misclassified samples are
all divided into tracking areas. This is a good sign because
the tracking area also represents the potential threat. More-
over, the reason for this phenomenon may be that some sam-
ples in the alarm area are very close to the tracking area.

Fig. 7 (a) reports the training process of the network loss
functions for four recognition models. It can be seen that
our proposed model can converge faster. Additionally, we
compare the training of the model without the pre-trained
model, as shown in Fig. 7 (b). It takes 200 epochs to train the
model before reaching the effect achieved by only 40 epochs
using a pre-trained model. Table 2 shows the per-class and
comprehensive evaluation indicators of different recognition
models. It can also be seen from the table that our model
has advantages in various indicators. Among them, Pave,
Rave and F1ave all reach over 97%, higher than the other
three models. Furthermore, we report on the params, FAR
and the testing time consumption of the comparison’s four
models, as shown in Table 3. It can be seen that our method
achieves the lowest FAR and the shortest response time. In

Model Class Comprehensive
indexNo-threat Tracking Alarm

Precision ↑ (%) Pave ↑ (%)
MobileNetV2 89.22 91.05 90.78 90.35

EfficientNetV1 97.95 100 88.39 95.45
SwinT-B 93.63 97.31 92.38 94.44

Our method 100 93.46 100 97.82
Recall ↑ (%) Rave ↑ (%)

MobileNetV2 91.00 86.50 93.50 90.33
EfficientNetV1 95.50 90.50 99.00 95.00

SwinT-B 95.50 90.50 97.00 94.33
Our method 96.00 100 97.00 97.67

F1-score ↑ (%) F1ave ↑ (%)
MobileNetV2 90.01 88.72 92.12 90.31

EfficientNetV1 96.71 95.01 93.40 95.04
SwinT-B 94.55 93.78 94.63 94.32

Our method 97.96 96.62 98.48 97.69

Table 2: The comparison of evaluation indicators for four
network models.

Model Params ↓ FAR ↓ Time consumed ↓
MobileNetv2 17M 9.22% 3.5486s

EfficientNetV1 30M 2.05% 3.3737s
SwinT-B 88M 7.62% 3.6328s

Our method 22M 0.99% 2.7245s

Table 3: The network parameters and performance indica-
tors of four models.

summary, our proposed method can provide more effective
information for energy pipeline operators to identify true
threat events in practical scenarios. Our system based on the
above-proposed algorithm deployment on over 2000 kilo-
meters of pipelines can reduce false alarms by more than
10,000 annually, saving tens of millions of costs in opera-
tion and maintenance management.

Conclusion
In this paper, we propose a radial threat estimation and early
warning method based on distributed optical fiber sensing
systems, which are used to monitor and identify real exter-
nal threat events of energy pipelines. In detail, we design a
novel feature construction method that integrates multi-view
and multi-domain features from continuous defense zones.
The composite feature extraction strategy and recognition
model construction have been demonstrated to be more ad-
vantageous. This approach deepens the sensing information
and increases the recognition dimension, thereby improv-
ing the effectiveness of safety decision-making for pipelines.
Through the validation of real-world datasets, our proposed
method achieves state-of-the-art performance while greatly
reducing false alarm rates. Furthermore, our research not
only meets the practical needs of various energy scenarios
but also allows for further exploration of fine-grained granu-
larity. The proposed pipeline safety early warning algorithm
and system are already in use in real sites and have a positive
impact on energy security and societal stability.
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Ethical Statement
This paper proposes a novel external safety warning method
for energy pipeline transportation and applies it in a real-
world scenario. In terms of ethical and social implications,
our method incorporates artificial intelligence and intelli-
gent sensing systems to help the energy industry monitor the
safety of energy pipelines with a more fine-grained perspec-
tive, significantly improving the intelligence of the sensing
system in this field. Therefore, it can not only ensure the
transmission and supply of energy but also reduce the con-
sumption of resources for the purpose. On the other hand,
due to the current stage of artificial intelligence develop-
ment, we are constantly exploring its enormous benefits to
society. However, it may also present unexpected situations.
Although our proposed system has been verified in practical
applications, it still has some uncertainties such as misop-
eration, insufficient power supply or communication system
failures. Considering the importance of the energy industry,
the best solution is to arrange for a few professionals and
experts to supervise and optimize the system, thereby guar-
anteeing the validity of our solution and maximising the sys-
tem’s benefit to society.
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