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Abstract

Censoring is the central problem in survival analysis where
either the time-to-event (for instance, death), or the time-to-
censoring (such as loss of follow-up) is observed for each
sample. The majority of existing machine learning-based sur-
vival analysis methods assume that survival is conditionally
independent of censoring given a set of covariates; an as-
sumption that cannot be verified since only marginal distri-
butions is available from the data. The existence of depen-
dent censoring, along with the inherent bias in current esti-
mators has been demonstrated in a variety of applications,
accentuating the need for a more nuanced approach. How-
ever, existing methods that adjust for dependent censoring re-
quire practitioners to specify the ground truth copula. This
requirement poses a significant challenge for practical ap-
plications, as model misspecification can lead to substantial
bias. In this work, we propose a flexible deep learning-based
survival analysis method that simultaneously accommodate
for dependent censoring and eliminates the requirement for
specifying the ground truth copula. We theoretically prove
the identifiability of our model under a broad family of cop-
ulas and survival distributions. Experiments results from a
wide range of datasets demonstrate that our approach suc-
cessfully discerns the underlying dependency structure and
significantly reduces survival estimation bias when compared
to existing methods.

Introduction

Survival analysis is a branch of statistical methods that fo-
cuses on modeling the time it takes for certain events to oc-
cur, with seminal work tracing back to mid-twentieth cen-
tury such as the Kaplan-Meier estimator (Kaplan and Meier
1958) and Cox partial likelihood (Cox 1972). Survival anal-
ysis has been widely applied in many disciplines, with appli-
cations in healthcare such as epidemiology (Selvin 2008),
clinical trials (Emmerson and Brown 2021), and personal-
ized medicine (Zhang et al. 2017), as well as equipment fail-
ure time analysis (Voronov, Frisk, and Krysander 2018).
The most prominent challenge of survival analysis is the
existence of censoring, which occurs when the event time of
a sample is not fully observed. Censoring is ubiquitous in
clinical trials because a participant has the right to withdraw
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(Ondrusek et al. 1998). For example, in clinical follow-up
study designed to evaluate the effect of radiology, the period
of relapse-free survival can only be observed if a partici-
pant exhibits the expected symptoms during the span of the
follow-up. However, the true time-to-event time remains un-
observable if the participant withdraws prematurely or the
study concludes prior to the cancer relapse. This inherent
uncertainty requires algorithms that account for censoring.
Neglecting censored observations can result in loss of effi-
ciency and estimation bias unless the observations are miss-
ing completely at random (Leung, Elashoff, and Afifi 1997).

A common assumption underpinning most machine learn-
ing and statistical survival analysis stipulates that censor-
ing and survival are conditionally independent given the ob-
served covariates (Wang, Li, and Reddy 2019). This assump-
tion allows censored observations to be utilized by simul-
taneously maximizing the log-likelihood for both censored
and uncensored samples. Unfortunately, as only marginal
distributions of event and censoring are available from data,
the independent-censoring assumption cannot be verified
from observational data (Tsiatis 1975) in the similar sense
that the unconfoundedness assumption is unverifiable in
causal inference (Rubin 1974).

In many real world applications, censoring mechanisms
are in fact dependent (Kaplan and Meier 1958; Leung,
Elashoff, and Afifi 1997; Templeton, Amir, and Tannock
2020). For example, participants in clinical trials often pre-
maturely remove themselves from the trial if they find the
drug to be ineffective or experience adverse effects (Scharf-
stein, Rotnitzky, and Robins 1999), Similarly, in observa-
tional epidemiology, patients with a more advanced disease
might be more likely to miss their follow-up clinic visits
(Howe et al. 2010). Ignoring this dependence can result in
biased survival estimations (Kleinbaum 2012).

One recent approach to account for dependencies between
observed and censored times is to assume that their true de-
pendencies are known to the practitioner (Emura et al. 2018;
Deresa and Keilegom 2021; Gharari et al. 2023). These
methods utilize copulas, which are powerful statistical tools
which model dependencies between random variables in
isolation from their marginals. That is, if the copula be-
tween observed and censored times is known, then survival
marginals may be unbiasedly estimated even in the pres-
ence of censored data. These methods face two significant
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and interrelated challenges. Firstly, specifying an underly-
ing copula is inherently difficult, as practitioners may lack
experience or prior information to make an informed choice.
Secondly, misspecified copulas will exacerbate model bias,
leading to incorrect inference and misleading results.

In this paper, we tackle dependent censoring by eliminat-
ing the requirement for a pre-specified copula. We demon-
strate that the copula characterizing the dependency struc-
ture can be identified under reasonably mild conditions and
propose learning them using deep neural networks which are
trained end-to-end alongside the marginals. Specifically:

* We propose the Deep Copula Survival (DCSURVIVAL)
framework!, the first deep copula-based survival analysis
method that addresses dependent censoring without the
requiring users to specify the ground truth copula.

We study the theoretical properties of our framework,
demonstrating that under mild assumptions identifiability
is attainable with common parametric survival marginals
and the Archimedean copula family.

We evaluate our method on a variety of datasets, demon-
strating that DCSURVIVAL successfully learns the un-
derlying copula and significantly reduces bias in survival
predictions when compared to existing state-of-the-art.

Survival, Censoring and Copula

We are working with a survival dataset D with the ¢-th sam-
ple denoted by D; = (x;,t;,0;), where &; € R™ is the n-
dimensional covariates; ¢; € R7T is the observed time; and
d; € {0,1} is the event indicator. We focus on the com-
mon scenario of right censoring, where t; min(7T;, U;)
with T;, U; € R™ denoting the latent event and censoring
times respectively. We have §; = 1 when the event time is
observed, while §; = 0 when only the censored time is ob-
served. We omit the subscript ¢ when the context is clear.
Under this model, the likelihood of a survival data point
(z,t,9) under right-censoring is (Emura and Chen 2018)

L=Pr(T =t,U>tlz)’Pr(T >t,U =tlx)"~° (1)

We denote the marginal distributions for event and censor-
ing time by Sy |x (t|) = Pr(T > t|x) and Sy x (u|z) =
Pr(U > wul|x), with density functions fr x(t|z)
—0S7|x (t|z)/0t and fy|x (t|x) = —0Sy|x (t|x)/0t.

Independent Censoring. Most existing models assume
that survival and censoring are independent, i.e., T; 1L Uj;
or conditionally independent given the covariates, i.e., T; L
L U;|x;. The likelihood function in Equation 1 simplifies to

Linaep =Frix (tx) St x (t2)° - furx (t@)Srx (tz)' ~°
o frix (t@)® - Spyx (tlz)' ~°. 2)

The density fx (t|x) and survival function Sy x (t|x) for
the censoring distribution are often omitted during optimiza-
tion as they are non-informative to the event densities and
survival distributions (Kleinbaum 2012). However, in obser-
vational studies, the censoring mechanism is not only of-
ten unknown to researchers, but also unidentifiable solely

"https://github.com/WeijiaZhang24/DCSurvival
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Figure 1: Illustrations of (a) dependent censoring in sur-
vival analysis and (b) unobserved confounding in causal in-
ference. Solid/dashed nodes denote observed/hidden vari-
ables, respectively. The dashed lines between survival/cen-
soring time and treatment/outcome indicate that estimation
and evaluation in survival analysis with dependent censoring
face similar challenges as in causal inference.

based on observational data (Tsiatis 1975). This motivates
methods to address dependent censoring without relying on
specific or pre-determined assumptions about the censoring
mechanism. One method is to utilize copulas.

Copulas. Copulas model dependencies between random
variables in isolation from their marginal distributions.
Loosely speaking, C(uy,- -+ ,ugq) : [0,1] — [0,1] is a d-
dimensional copula if it is a distribution function of a ran-
dom variable with support [0, 1]¢ and uniform marginals.

Copula has found extensive applications thanks to Sklar’s
theorem (Sklar 1959), which states that any d-dimensional
continuous joint distribution can be uniquely expressed with
d uniform marginals and a copula C. More formally,

Theorem 1. (Sklar 1959). Let F be a distribution func-

tion with margins Fy, - - - | Fy. There exists a d-dimensional
copula C such that for any (x1,--- ,z4) € Re we have
F(zy, - ,zq) = C(F(x1), -+, F(xq)). Furthermore, if

the marginals Iy, - - -, Fy are continuous, C is unique.

In practice, Archimedean copulas such as Clayton, Frank,
Gumbel, and Joe copulas are common. Archimedean copu-
las are defined based on 1-dimensional generator ¢, where

Clur, -+ yua) = (@™ (wr) + -+ 9" (ug). (3

Here ¢ [0,00] — [0,1] is d-monotone, i.e.,
(—=1)k@®) () > 0 for k < d and u > 0. We say that ¢
is completely monotone if (—1)k¢*) (u) > 0 for all k > 0.

Dependent Censoring via Copula. Dependent censoring
arises when unobserved confounders affect both survival
and censoring times, leading to dependencies that must be
accounted for when evaluating joint likelihoods in Equation
1. This is similar to confounding in causal inference (Fig-
ure 1): in dependent censoring, we never simultaneously ob-
serve the censoring and survival times for a subject; while in
causal inference, we never observe the factual and counter-
factual outcomes at the same time (Pearl 2009).

When survival and censoring times are dependent, apply-
ing Sklar’s theorem yields the more general expression

Pr(T > t,U > u|z) = C(S7|x (t|x), Sy x (ulx)), (4
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which when combined with Equation 1 yields the likelihood

Laep =1 Pr(T > ui,U > t[X = @)[y,=¢}°

" ou
9 1-5

! {7871@ PI‘(T >t,U > u2|X = m)'uzzt}

5

0
L frxtl) aulcwl,w\

u1=S7|x (t|z)
uz=Sy | x (t|x)

fux (t/z) aC(U1,U2)’

8’11,2

ur =Sy x (t|z)
u2=Sy | x (t|z)

&)

In this paper, we make the mild assumption that C does not
depend on x. We see that Lgo, and Lingep are equivalent
only when C is the independence copula C(uy,u2) = ujus,
which corresponds to the case where T and U are condi-
tionally independent. For all other copulas, Lingep is biased
because the dependency between 7" and U and the censoring
marginals are not ignorable.

To the best of our knowledge, all existing copula-based
survival models require practitioners to specify the family of
ground truth copula. As most widely-used bivariate copula
have closed-form partial derivatives, Lqep can then be op-
timized given the parameterization of the survival distribu-
tions and the assumed copula. However, correctly defining
the true copula presents an inherent challenge, placing prac-
titioners in a difficult position as any misspecification can
substantially amplify bias.

End-to-end Survival Analysis via Copula

We now introduce DCSURVIVAL, a framework seeking to
learn both copula and survival distributions directly from
right-censored data. In particular, we jointly maximize the
likelihood in Equation 5, fitting parameters of marginal dis-
tributions of T'|X,U|X and the parameters of the copula
C between them. DCSURVIVAL optimizes over copula be-
longing to the Archimedean family; crucially, this includes
the bivariate independence copula C(u1,u3) = ujus and
hence subsumes the independent-censoring assumption.

DCSURVIVAL comprises two components, each based on
the terms in Equation 5. The first is the Archimedean cop-
ula C between T" and U, the second comprises the density
functions for event and censoring times fr|x and fy)x. At
a high level, suppose C(u1,us2), fr|x,and fy|x are param-
eterized by o = (0, 0y, 01) respectively, and that C is spec-
ified such that the partial derivatives OC(u1,us2)/Ou; and
OC(uq,uz2)/Oug alongside their derivatives with respect to
6 may be computed for all u;, uy. Then, one can compute
Lep, and by applying the chain and product rules obtain the
required gradients 0L,/ Ocx needed to optimize o in an
end-to-end fashion via gradient descent.

Using this framework, one can restrict U|X, T|X and C
to be “textbook” distributions with few parameters to be esti-
mated. This however leads to problems of model misspecifi-
cation. DCSURVIVAL allows for the use of neural networks
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to model both copulas and margins, as long as they are “fully
differentiable” in the manner described above. We describe
both components and how they relate to our problem of de-
pendent censoring. For brevity, we defer specific architec-
tural details to supplemental material.

Archimedean Copula for Event and Censoring Times.
Kimberling (1974) showed that the generator ¢ being
completely monotone is a necessary and sufficient condi-
tion for all two-dimensional Archimedean copulas. Further-
more, utilizing the Bernstein-Widder characterization theo-
rem (Widder 2010), we know that every completely mono-
tone function can be characterized using a mixture of nega-
tive exponential functions. Formally, we have:

Theorem 2. (Bernstein-Widder) A generator ¢ is com-
pletely monotone if and only if ¢ is the Laplace trans-
form of a positive random variable M, ie., o(u) =
Eylexp(—uM)] and P(M > 0) = 1.

Combining Theorem 2 with the results of Kimberling
(1974) implies that any completely monotone generator
(o can be approximated using a finite sum of negative
exponentials (Koyama 2023). This includes all bivariate
Archimedean copulas thanks to the necessary condition.

As such, we learn the generator ¢ (which implicitly de-
fines the copula via Equation 3 for d = 2) via the method by
Ling, Fang, and Kolter (2020), which uses neural networks
to parameterize ¢ with a large but finite mixture of neg-
ative exponentials. Roughly speaking, the neural network
Onn : RT — R resembles a multilayer fully-connected
network with a 1-dimensional input, where each neuron’s
output is a convex combination of negative exponentials (of
the input the network) with different rates. These are mixed
with other neurons in the same layer (with some bias in-
cluded) based on the network weights to give the outputs
of the neurons of the next layer. As Ling, Fang, and Kolter
(2020) show, this rich architecture allows ¢y, to satisfy The-
orem 2 and be a convex combination of an exponential (in
the size of the network) number of negative exponentials.

Parameterizing an Archimedean copula via its generator
has many benefits, chief of which is that we are able to
compute a%CWu ug) and 8—32C(u1, us) evaluated at uq =
Stix (t|z) and ug = Sy x (t|x) such that their derivatives
with respect to the network parameters 6 may in turn be used
for gradient descent. In practice, this process is simplified
via the use of automatic differentiation tools like Pytorch
(Paszke et al. 2017). We note that computing these quanti-
ties will involve evaluating Equation 3, which necessitates
estimating the inverse of ,,,. This can be done efficiently
via Newton’s method since ¢,,,, is one dimensional, and we
refer to reader to Ling, Fang, and Kolter (2020) for details.

Remark. The network architecture of ¢,,,, is not restricted
to bivariate Archimedean copula and can be applied to sur-
vival analysis with competing risks. However, a key differ-
ence is that the completely monotone condition in Theorem
2 is not necessary for the generators for Archimedean copu-
las. However, all extendible Archimedean copulas can still
be expressed with completely monotone generators when
d > 2 (McNeil and Neslehova 2009). In this work, we will
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focus on dependent censoring in single-risk and leave re-
search on competing risks for future endeavours.

Survival and Censoring Marginals. When it is reason-
able to assume the parametric form of the survival and
censoring distributions, the corresponding survival function
St x (t|z) and the event density function f7|x (t|x) can be
directly plugged into Equation 5 for evaluation. For exam-
ple, CoxPH model with Weibull marginals (Gharari et al.
2023) or log-normal marginals can be used. In this case,
identifiability is guaranteed: we discuss this in Section .
When the parametric form for survival marginals is un-
known, one can represent St x and Sy|x using the mono-
tonic neural density estimators (NDE) proposed by Chilin-
ski and Silva (2020). The NDE network consists of a fully-
connected covariate network for learning the representation
of X, alongside a monotonic network parameterized with
non-negative weights to ensure decreasingness with respect
to t. Specifically, the output of the covariate network is con-
catenated with ¢ and fed to the layers with non-negative
weights. The final layer of the monotonic network outputs a
scalar with sigmoid activation yielding the survival function.
Correspondingly, the density function may be expressed
by frix(tle) = —0Srx)(tlz)/0t and fy x(tlz) =
—08Sy|x (t|x)/0t, each computed via auto differentiation.
Once both marginals and copula are instantiated, their
parameters are estimated by maximizing Equation 5 via
stochastic gradient descent. Note that aside from survival
distributions, DCSURVIVAL also estimates C as an added
bonus. This may be of independent interest to practitioners.

Model Identifiability

Unidentifiable models hold no guarantee that the true pa-
rameters are recovered even with an infinite number of data-
points. Tsiatis (1975) showed that the joint distribution of
the survival time 7' and censoring time C' is not identifi-
able under a completely non-parametric setting. Therefore,
we discuss identifiability under the mild assumption that
the dependency can be characterized by the Archimedean
family of copulas. Furthermore, our approach also has the
benefit of not making strict assumptions regarding the sur-
vival marginals. To our knowledge, existing previous work
(Gharari et al. 2023) is not identifiable and requires practi-
tioners to specify the exact form of the ground truth copula.
Specifically, we consider identifiability for the following
model with parameters o = (6, 67, 6y7). In this section, we
make the dependence on parameters more explicit (while
omiting covariates x for brevity), yielding the following.

Pr(T > t,U > u) = Cy(Sr,0, (1), Sue,, (1)),

Jyo=1,a(y) = fro.(y) aiulce(uhuz)

ur=5Sr 0, (t)
UZZSU,GU (t)

Co(ua, UQ)‘ul_ST o (®) (6)

u2=Sy, 0, (t)

fy.6=0,0(y) = fuo0(y)

8u2

where fy 5-1,a(y) and fy 5—0,(y) are the densities of event
and censored observations.
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We start with the sufficient condition for identifying the
model in Equation 6. Specifically, we will show that the pa-
rameters o = (6, 0y, O7) can be uniquely determined from
the observed dataset D = {(x;,t;,d;)}. In other words, if
Sy (9) = fys.an(y) for all y, then a; = cva.

Theorem 3. Suppose the following conditions are satisfied:
(Cl) For all O, , 01, € ©7 and Oy, , 0y, € Oy, we have

. fT JT,01 \V) (t)
tlgl(l) fT o, (t) =1« 9T1 = HTZ,and
fuo, (1)
lim —/——2—~ =1 Oy, = 0y,. 7
10 fua0. () fuou, (1) = fn =t @
(C2) For alll (0,07,0y) € © x Op x Oy, we have
0
lim B—Co(ul,uz) w1=S0p (1)
u2=5Sy, g, (t)
tim ~2Cp (s, uz) - (8)
th[l) Oug 6\U1, Uz u1=ST,0,(t)

Uug =SU=9U (t)

Then, the model defined in Equation 6 is identified.

Proof Sketch. The proof consists of two main steps. First,
identification for the marginal distributions of the event and
censoring times can be shown by tying the densities of ob-
served event/censoring times to the true density of event and
censoring distributions utilizing Condition (C2). In a sense,
this bears similarity to showing that the observed outcomes
equal to the potential outcomes by expectation in causal in-
ference. Second, the copula parameters can be identified by
leveraging the unique existence of copulas. O

Full proofs are deferred to the supplementary materials.
Condition (C1) is a statement on the distributions U and T',
and can be shown to hold for many widely-adopted paramet-
ric survival densities by utilizing their analytical properties.

Theorem 4. Condition (Cl1) is satisfied by the families of
Weibull, log-normal, log-logistic, log-Student, and Cox pro-
portional hazard densities.

As it turns out, Archimedean copulas represented by ¢,,,
have the attractive property of satisfying the condition (C2).

Lemma 5. Condition (C2) of Theorem 3 is satisfied if o is
differentiable on (0, 00) and lim,,_,o ¢’ (u) < 0.

Theorem 6. Archimedean copulas represented by ,,,, sat-
isfy condition (C2) in Theorem 3.

Therefore, DCSURVIVAL is identifiable when (i) C is de-
fined using ¢, and (i) 7" and U have margins belonging
to the families in Theorem 4. When using NDE to repre-
sent the survival marginals, the sufficient condition in (C1)
of Theorem 3 is also satisfied since two neural networks
with the same parameters produce the same outputs. How-
ever, the necessary condition is not guaranteed. Although
the NDE instantiation does not strictly adhere to our iden-
tifiability condition, it compensates with superior flexibility,
requiring neither proportional hazard nor survival marginal
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Figure 2: Top to bottom: learning Clayton, Frank, Gumbel, and Independence copulas using DCSURVIVAL from the
Linear-Rksk dataset. Left to right: ground truth versus learned copula for the (i) scatter sample plots; (ii) joint cumula-
tive distribution plots, (iii) log probability density plots. These figures are best viewed in colour.

assumptions. Empirically, we find that DCSURVIVAL per-
forms significantly better than state-of-the-art survival meth-
ods when dependent censoring is present, and achieves com-
petitive performance under independent censoring, further
highlighting its robustness and versatility.

Experiments

Evaluating dependent censoring methods is challenging due
to the absence of a known censoring mechanism in obser-
vational datasets, akin to assessing treatment effect estima-
tion in causal inference without ground truth causal effects
(Parikh et al. 2022). To address this, we employ (i) syn-
thetic datasets with defined dependency structures, (ii) semi-
synthetic datasets using real-world covariates for censoring
time simulation, and (iii) real-world datasets using metrics
that do not need ground truth, as commonly done in causal
effect studies (Zhang, Li, and Liu 2021).

Experiments are conducted with one NVIDIA RTX4090
GPU. We utilize Pytorch (Paszke et al. 2017) for imple-
menting all neural networks and automatic differentiation.
Tensors are computed with double precision (fp64) as the
inversion of ¢ mandates numerical precision. When using
Newton’s method to compute the inverse ¢}, we terminate
when the error is less than 1 x 10~'2. For all our experi-
ments we set ., with L = 2 and H; = Hy = 10, i.e., the
copula representation contains two hidden layers with each
of width 10. The network is small but sufficiently expres-
sive for the dependency structure since the generator ¢,,,, is
only 1-dimensional. We use AdamW (Loshchilov and Hut-
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ter 2019) for optimization and use 50%/30%/20% training/-
validation/test splits. We used validation samples for early
stopping based on the validation log-likelihood. No further
hyperparameter tuning was performed. We provide our code
and other details in the supplementary material.

Synthetic Datasets Following the approach of Gharari
et al. (2023), we generate two synthetic datasets with the
CoxPH model where the event and censoring risks are spec-
ified by Weibull marginal distributions (Bender, Augustin,
and Blettner 2005). Specifically, we sample two random
variables from known copula and then apply inverse trans-
form sampling to generate the event and censoring times
T; and U; according to their Weibull distribution parame-
ters. The observed ¢; is the minimum of the two. We experi-
ment with four Archimedean copulas, including the Clayton,
Frank, Gumbel and Independence copulas and sample using
copula-specific methods (Scherer and Mai 2012). We gener-
ate two datasets, Linear—Risk and Nonlinear—Risk,
which correspond to cases where the the Weibull hazards are
linear and non-linear functions of covariates (which are in
turn drawn from 2/, ). Further details of the data generat-

ing procedure are provided in the supplementary materials.

Semi-Synthetic Datasets We use two semi-synthetic
datasets based on the STEEL (V E, Shin, and Cho 2020)
which contains 35,040 samples with 9 covariates, and the
Airfoil (Thomas Brooks 1989) datasets which includes
1503 samples with 6 covariates. We induce censoring fol-
lowing a setting similar to those described in (Gharari et al.



The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

2023). Briefly speaking, we use the dependent variable as
the event time, and conditionally sample the censoring time
with a copula. Contrary to the two synthetic datasets, the
proportional hazard assumption is not maintained in the
semi-synthetic datasets. The semi-synthetic dataset genera-
tion method is similar to widely-used causal effect estima-
tion benchmarks (Hill 2011; Dorie et al. 2019).

Real-World Datasets We use two real-world datasets.
The SEER dataset is from the Surveillance, Epidemiology
and End Results database (Howlader et al. 2010). Follow-
ing Czado and Keilegom (2022), we use the monthly sur-
vival time of patients with localized pancreas cancer diag-
nosed between 2000 and 2015, and the event of interest is
death caused by pancreas cancer. Patients that are alive or
have died because of other cancers are considered as cen-
sored. There are 15 covariates that measure demographic
and pathology features of 11,600 participants. However, as
many common risk factors of diseases are not measured, the
censoring and event time is likely to be correlated when pa-
tients are censored due to death caused by other diseases.
GBSG2 is from the German Breast Cancer Study Group
(Schumacher et al. 1994), which contains samples obtained
from an observational study of 686 women with § covariates
measuring the pathology characteristics of the participants.
The event of interest is the relapse-free survival time, while
the participants are censored when they pass away. Both are
likely positively correlated due to the correlations between
cancer recurrence and patient death. Further details of all
datasets are provided in the supplementary material.

Identifying Censoring Dependency Structure

We first empirically validate our identifiability results
by instantiating DCSURVIVAL with parametric survival
marginals that satisfy (Cl). Figure 2 shows the re-
sults of DCSURVIVAL for learning the copula from the
Linear-Risk dataset by contrasting the sample scatter
plots, joint cumulative distribution functions, and joint prob-
ability density functions of the ground truth copula with
those learned by DCSURVIVAL. From Figure 2, we can see
that DCSURVIVAL is able to learn the dependency structure
specified by Clayton, Frank, and Gumbel copulas from cen-
sored samples, and the contours of the log-likelihood almost
exactly match the ground truth. Additionally, DCSURVIVAL
also correctly recovers the independent censoring mecha-
nism when the ground truth is specified by the Indepen-
dence copula. These empirical results corroborate the identi-
fiability result in Theorem 3, demonstrating that dependency
structure can be learned from right-censored data. Exper-
iments on Nonlinear—-Risk dataset show similar good
results which are provided in the supplementary material.

Reducing Survival Estimation Bias

We now assess the survival bias mitigation capabilities of
DCSURVIVAL with the end-to-end NDE instantiation. Un-
der dependent censoring, frequently used survival metrics
such as C-indices (Harrell 1982) and Brier scores (Brier
1950) are not proper scoring rules, i.e., the highest score is
not achieved by the true distribution (Gharari et al. 2023).
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Figure 3: Top to bottom (row): survival prediction biases
of compared algorithms on varying censoring dependency
governed by Frank, Clayton, and Gumbel copulas. Left to
right: LINEAR-RISK and NONLINEAR-RISK results. The
lines represent the Survival-/; means and the shaded areas
are the standard deviations. Best viewed in colour.

Therefore, when the ground truths are known, we com-
pare them with our estimated survival distributions using the
Survival-l, metric (Gharari et al. 2023):

D] 5 )
CSurvival—ll = Z \DH% f ‘S(tl.’lﬁz) - S(t|$l)|dt, ©)]
i=1 * 0

where S and S are the ground truth and estimated survival
distributions, respectively. For real-world datasets, we uti-
lize calibration plots (Niculescu-Mizil and Caruana 2005)
for evaluation, which can be obtained from the event indica-
tors without accessing the true survival marginals.

We evaluate DCSURVIVAL against a diverse set of sur-
vival analysis techniques, including traditional methods
CoxPH (Cox 1972) and Random Survival Forest (RSF)
(Ishwaran et al. 2008), as well as deep learning-based ap-
proaches such as DEEPSURV (Katzman et al. 2018), DEEP-
Hit (Lee et al. 2018), and PCHAZARD (Kvamme and Bor-
gan 2021). We also compare with a copula-based method
that assumes dependent censoring (Gharari et al. 2023),
henceforth referred to as KNOWNCOPULA, as it requires
known ground truth copula. Notably, KNOWNCOPULA also
requires users to specify event and censoring marginals.
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STEEL Airfoil
CoxPH 0.246 + 0.008 0.235 £ 0.054
DEEPSURV 0.234 + 0.007 0.265 £+ 0.031
CoxCC 0.265 £+ 0.025 0.264 £+ 0.100
RSF 0.249 + 0.009 0.474 £0.034
DEEPHIT 0.157 +0.020 0.259 + 0.055
PCHAZARD 0.212 +0.039 0.200 £ 0.038
KNOWNCOPULA 0.105 £+ 0.013 0.215 4+ 0.060
DCSURVIVAL 0.092 +0.015 | 0.176 £+ 0.047

Table 1: The Survival-l; (mean4std) metrics of compared
methods on test samples. The results reported are the aver-
ages obtained from repeating each experiment for 10 times.

Results from Figure 3 and Table 1 show that DCSUR-
VIVAL consistently achieves the best performances un-
der dependent censoring. Observe that the performance of
KNOWNCOPULA deteriorates as the dependency increases.
This is possibly caused by the fact that explicit optimizing
for 0 involves calculating the exponentials of the inverse
of 6, posing substantial numerical challenges. For indepen-
dent censoring as shown in Figure 3, DCSURVIVAL also
performs competitively by consistently outperforming RSF,
DEEPHIT, and PCHAZARD. Importantly, algorithms sur-
passing DCSURVIVAL under independent censoring are re-
stricted to the proportional hazard assumption which aligns
with the data generation procedure.

In Figure 4, calibration plots for the SEER and GBSG2
datasets demonstrate that DCSURVIVAL is the closest to
the ideal calibration represented by the black dashed line.
Calibration plot assesses whether an algorithm underesti-
mate/overestimate event risks by comparing the average pre-
dicted event risk with the overall event rate (Calster et al.
2019). Other compared methods systematically underesti-
mate the event probability, as evidenced by their plots resid-
ing substantially above the ideal calibration. For KNOWN-
COPULA, because the ground truth copula is unknown, we
use a convex combination of Frank and Clayton copulas, and
simultaneously optimizing for the mixing weight and cop-
ula parameters as discussed in (Gharari et al. 2023). How-
ever, this approach does not yield good performance, pos-
sibly due to misspecification of both the copula and sur-
vival marginals. These observations emphasize the value
of data-driven methods like DCSURVIVAL, which jointly
learns copula and survival marginals.

Related Work

Independent Censoring Methods. Most statistical sur-
vival models assume independent censoring. Notably, the
partial likelihood function introduced in the Cox Propor-
tional Hazard (CoxPH) model (Cox 1972) explicitly relies
on the independent censoring assumption (Jackson et al.
2014). Furthermore, classical models such as the Kaplan-
Meier estimator (Kaplan and Meier 1958) and Nelson-Aalen
estimator (Nelsen 1998) also assume independent censor-
ing. For machine learning-based methods, Random Survival
Forest (Ishwaran et al. 2008) ensembles survival trees build
with the log-rank test splitting criterion which assumes inde-
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Figure 4: Calibration plots of on test samples of the
SEER (left) and GBSG2 (right) datasets. The plots of
better-calibrated algorithms are closer to perfect calibration
(dashed black line). Best viewed in colour.

pendent censoring. Neural network-based approaches, such
as Fraggi-Simon Net (Faraggi and Simon 1995), DeepSurv
(Katzman et al. 2018), and CoxCC(Kvamme, @rnulf Bor-
gan, and Scheel 2019) adhere to the proportional hazard as-
sumption of the CoxPH model, and thus also mandate in-
dependence. DeepHit (Lee et al. 2018) discretizes the event
time horizon and accommodates competing risks with event-
specific neural networks. Recently, several tailored neural
models such as differential equation networks (Tang et al.
2022) and monotonic networks (Rindt et al. 2022) have also
been proposed for survival data. Unfortunately, they all as-
sume independent or conditional independent censoring.

Dependent Censoring Methods. Discussion on depen-
dent censoring in survival analysis can be traced back to
the seminal work of Tsiatis (1975) and Lagakos (1979).
To account for dependent censoring, several copula-based
approaches have been explored by assuming the family of
ground truth copula is known. Czado and Keilegom (2022);
Deresa and Keilegom (2022) proposed statistical methods
for parametric survival marginals with identifiability guar-
antee. Midtfjord, Bin, and Huseby (2022) and Gharari et al.
(2023) proposed to use boosting and neural network for
maximizing the log-likelihood with pre-specified copulas,
respectively. To the best of our knowledge, all existing
copula-based approaches require practitioners to provide the
ground truth copula. Our proposed DCSURVIVAL algorithm
is the first to relax this assumption and enables learning of
the copula from data.

Conclusion

In this paper, we propose DCSURVIVAL, the first copula-
based survival algorithm that does not require user-specified
ground truth copula. DCSURVIVAL is capable of survival
modelling under a wide range of censoring dependencies
described by the Archimedean family of copulas. Theoret-
ically, we show that the parameters for both the copula and
the survival distributions are identifiable under mild assump-
tions. Empirically, we demonstrate that DCSURVIVAL suc-
cessfully recovers the censoring dependencies and signifi-
cantly reduces survival estimation bias. Future work include
moving beyond Archimedean copulas and developing neural
survival marginal estimators that are identifiable.
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