
Quality-Diversity Generative Sampling
for Learning with Synthetic Data

Allen Chang1, Matthew C. Fontaine1, Serena Booth2, Maja J. Matarić1, Stefanos Nikolaidis1
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Abstract
Generative models can serve as surrogates for some real data
sources by creating synthetic training datasets, but in do-
ing so they may transfer biases to downstream tasks. We fo-
cus on protecting quality and diversity when generating syn-
thetic training datasets. We propose quality-diversity genera-
tive sampling (QDGS), a framework for sampling data uni-
formly across a user-defined measure space, despite the data
coming from a biased generator. QDGS is a model-agnostic
framework that uses prompt guidance to optimize a quality
objective across measures of diversity for synthetically gen-
erated data, without fine-tuning the generative model. Using
balanced synthetic datasets generated by QDGS, we first de-
bias classifiers trained on color-biased shape datasets as a
proof-of-concept. By applying QDGS to facial data synthe-
sis, we prompt for desired semantic concepts, such as skin
tone and age, to create an intersectional dataset with a com-
bined blend of visual features. Leveraging this balanced data
for training classifiers improves fairness while maintaining
accuracy on facial recognition benchmarks. Code available
at: https://github.com/Cylumn/qd-generative-sampling.

1 Introduction
Generative models can produce large amounts of synthetic
data at low cost, making them viable surrogates for some
real data sources in model training (Azizi et al. 2023; Tian
et al. 2023). However, generative models suffer from rep-
resentational biases (Cho, Zala, and Bansal 2023; Friedrich
et al. 2023; Bau et al. 2019), endangering a transfer of bias to
downstream tasks (Jain et al. 2022). We propose a sampling
framework that protects quality and diversity when generat-
ing synthetic datasets, and we show that these datasets can
suppress performance decline on minority groups (Fig. 1).

Balancing synthetic datasets is not a trivial task, since
generative models harbor biases that relate to different se-
mantic concepts. Some biases result from training deep gen-
erative models to replicate Internet data, where there are
common issues of sampling selection bias. Internet data also
contain social biases that result from disparities in language
use among social groups, eliciting stereotypes and preju-
dices (Otterbacher 2018). Biases are intensified by select-
ing training approaches that amplify class and feature im-
balances, such as some data augmentation and regularization
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Figure 1: Fine-tuning color-biased shape classifiers with bal-
anced data generated from QDGS results in higher accu-
racy across minority shape-color combinations. Standard er-
ror bars across 5 trials are shaded in.

methods (Balestriero, Bottou, and LeCun 2022). Thus, most
existing generative models suffer from multiple biases that
harm the creation of fair synthetic datasets. When creating
these datasets for training downstream models, it is helpful
to simultaneously consider multiple of these biases.

However, prior methods for sampling debiased synthetic
data tend to focus on removing a single bias at a time,
through single-factor diversity optimization (McDuff et al.
2019; Jain, Memon, and Togelius 2023). By increasing di-
versity along one dimension at a time, sampling methods
miss the opportunity to generate intersectional datasets.

We leverage the insight that a generative model’s high
dimensionality latent space can often combine underrepre-
sented semantic concepts to create synthetic datasets with a
rich blend of intersectional data. However, the same latent
spaces typically collapse on modes that disproportionately
represent the dominant classes or data attributes. To address
these biases, we propose exploring the latent space to iden-
tify and generate underrepresented attribute combinations.
We call this approach quality-diversity generative sampling
(QDGS), a framework using quality-diversity optimization
with prompt guidance for producing synthetic datasets with
a balanced spread of desired features.

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

19805



Figure 2: An implementation of the data generation pipeline used in QDGS. Steps 1-4 describe how solutions from QDGS are
mapped to the objective-measure archive, and steps 5-7 describe how solutions are updated.

To better understand how to improve parity across dif-
ferent semantic concepts, we consider the domain of facial
images. Randomly sampling from StyleGAN2 (Karras et al.
2020) reproduces a skin tone imbalance (∼7:1 light1 to dark
skin tone ratio) and an age imbalance (∼2:1 young to old ra-
tio) from its training dataset Flickr-Faces-HQ (FFHQ) (Kar-
ras, Laine, and Aila 2019). Synthetic facial datasets typically
contain other demographic and visual disparities (Table 1),
which can create multiple dimensions of bias.

By employing user-defined language prompts to describe
diversity measures (e.g., “dark skin tone,” “smiling,”, “dim
lighting,” etc.) and an objective (e.g., “detailed image”),
QDGS enables a greater degree of control for creating syn-
thetic training data. We express each measure as an inde-
pendent dimension so that coverage extends to intersectional
groups (e.g., “feminine” and “dark skin tone” and “short
hair”). When applied to StyleGAN2, QDGS increases the
proportion of images recognized with dark skin tones from
9.4% to 25.2%, images recognized as old from 37.0% to
45.7%, and achieves a more uniform spread of gender2

presentations and hair length. Notably, QDGS is model-
agnostic and adaptable, allowing for its application to var-
ious tasks. This is achieved by interchanging the genera-
tive model and language prompts according to the desired
attributes suited for the training data of the task at hand.

QDGS has the potential to improve trained classifiers.
As a proof-of-concept, we show that QDGS can debias an
imbalanced dataset of colors and shapes, resulting in up
to ≈ 27% improvement on downstream classification ac-
curacy. In the more challenging setting of facial recogni-
tion, where models typically perform better for light-skinned
users, QDGS is able to increase accuracy on dark-skinned
faces from 88.08% to 88.94%. Finally, QDGS achieves the
highest average accuracy across facial recognition bench-
marks for models trained on biased datasets. These results
support training with balanced synthetic datasets.

1Classifiers trained on Fitzpatrick Skin Type annotations from
the IJB-C (Maze et al. 2018) are used to recognize skin tone. Im-
ages recognized as types 1 or 2 are denoted as light, types 3 or 4
are denoted as mixed, and types 5 or 6 are denoted as dark.

2We use the term gender to refer to a 1D spectrum of facial
presentation styles. We denote the ends of the spectrum as mas-
culine and feminine, and we refer to the center as androgynous.
Gender attributes, among other continuous demographic attributes,
are sometimes discretized into bins for analysis.

2 Ethical Impacts and Limitations
Facial recognition has fraught ethical impacts when misused
for the purpose of mass surveillance, and we condemn this
use of the technology. Nonetheless, facial recognition tech-
nology has been publicly adopted and is used in identity ver-
ification systems (e.g., Face ID). Since facial recognition is
already integrated in social and institutional contexts, we ar-
gue it must be made to be performant for all users.

Facial recognition systems notoriously perform better on
light-skinned individuals and worse on dark-skinned indi-
viduals (Buolamwini and Gebru 2018). To our knowledge,
there are no publicly released facial datasets with skin tone
annotations and are balanced across skin tones, which we
believe to be the correct approach to assessing the fairness of
those systems. We use the Racial Faces in-the-Wild (RFW)
dataset (Wang et al. 2019) as a proxy for measuring and
addressing this fairness: RFW is approximately balanced
across skin tones, but uses the labels Caucasian and African,
labeled using the Face++ API. We recognize the flaws in this
labeling method and reinterpret these labels as light-skinned
and dark-skinned, respectively.

Debiasing methods often use heuristics that can be useful
for some contexts, but not others. While QDGS aims to pro-
mote uniform distributions across data attributes, it may not
be suited to tasks that necessitate proportionate representa-
tions (i.e., when the synthetic dataset’s distribution is simi-
lar to that of the target population’s). Further, the language
prompts in QDGS enhance the expressivity of desired diver-
sity attributes, but they require careful design to avoid re-
inforcing linguistic biases. Finally, for contexts that involve
vectorized data or motivate human feedback, practitioners
may consider using QDGS in conjunction with other meth-
ods (Celis et al. 2018; Kou et al. 2021; Ding et al. 2023).

3 Preliminaries
3.1 Learning from Synthetic Data
Advancements in generative models enable the creation of
complex and realistic synthetic data, but these improvements
often depend on larger models. As generative models scale,
their latent spaces also become increasingly complex to nav-
igate, motivating latent space exploration algorithms as part
of the sampling process to protect data diversity.

Formally, these latent space exploration algorithms iden-
tify inputs θ ∈ Rn for a generative model G that produce
an image X = G(θ), optionally maximizing an objective
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Dataset Skin Tone Age Gender Background Face Rotation
Light Mixed Dark Young Old Masc Andro Fem Indoors Outdoors Frontal Turned Profile

Facial Benchmarks (Large Scale)

LFW 72.7 18.8 08.5 29.6 70.4 75.0 01.0 24.0 60.2 39.9 74.2 23.9 01.9
CelebA 71.5 20.0 08.5 70.9 29.1 41.4 00.5 58.2 49.949.949.9 50.150.150.1 53.6 41.2 05.2
FFHQ 73.1 17.1 09.8 64.9 35.1 44.244.244.2 03.903.903.9 51.951.951.9 32.0 68.0 55.3 31.2 13.6
IJB-C 59.359.359.3 29.729.729.7 10.910.910.9 33.9 66.1 66.9 01.7 31.3 80.6 19.4 40.540.540.5 34.434.434.4 25.125.125.1
CASIA-WebFace 78.4 09.8 11.9 59.359.359.3 40.740.740.7 54.9 02.1 42.9 49.8 50.2 71.2 17.2 11.5

Facial Benchmarks (Diversity)

RFW (Race-diverse) 46.946.946.9 25.925.925.9 27.227.227.2 51.451.451.4 48.648.648.6 74.8 01.6 23.6 48.748.748.7 51.351.351.3 69.769.769.7 24.324.324.3 06.006.006.0
BUPT (Race-diverse) 52.6 21.2 26.1 53.4 46.6 67.467.467.4 02.602.602.6 30.130.130.1 46.8 53.2 82.1 12.6 05.3

Synthetic Data Sampling

Rand50 69.8 20.8 09.4 63.0 37.0 44.0 04.2 51.8 26.2 73.8 54.554.554.5 33.033.033.0 12.612.612.6
QD50 (Ours) 56.856.856.8 18.118.118.1 25.225.225.2 54.354.354.3 45.745.745.7 51.151.151.1 04.304.304.3 44.644.644.6 26.626.626.6 73.473.473.4 68.0 26.2 05.8

Table 1: Real datasets contain large imbalances across several demographic and visual attributes. Proportions (%) making up
each attribute are listed below. The most uniform distribution of each dataset category is bolded. The proportions are estimated
with classifiers trained on IJB-C and CelebA labels, with the computations for each attribute described in Section 6.2.

f : Rn → R. To increase sample diversity, inputs are aug-
mented with additive sample noise: θ′ = θ + z (Azizi et al.
2023; Tian et al. 2023); similarly, objective functions can
factor in diversity by including distance in latent space as
a component of the function: f(θ′) = g(θ′) + β||θ′ −
θ||2 (McDuff et al. 2019; Jain, Memon, and Togelius 2023).

However, large distances in latent space may not corre-
spond to distinct outputs, due to mode collapse in generative
models (Bau et al. 2019). Further, latent distances do not di-
rectly describe any specific semantic concept, so the result-
ing variance in data may be ineffective for the downstream
task at hand. We refer to distance in latent space as unmea-
sured diversity, since the dimension of variance is ambigu-
ous. While unmeasured diversity is useful for promoting het-
erogeneity, it does not give practitioners control over the de-
sired concepts for which data should vary. Thus, in addition
to unmeasured diversity, we argue that generative sampling
algorithms should integrate methods that control measured
diversity (i.e., dimensions of diversity that are aligned with
semantic concepts). In QDGS, we estimate these dimensions
with similarity scores to language prompts.

3.2 Fairness in Facial Recognition
Despite potential misuse of facial recognition technology for
mass surveillance, its widespread application requires that
facial recognition technology be performant for all users.
However, large-scale facial datasets tend to disproportion-
ately represent demographic and visual features. Labeled
Faces in-the-Wild (LFW) (Huang et al. 2007) contains a
∼ 8.6 : 1 ratio for light to dark skin tones, a ∼ 3.1 : 1 ra-
tio for masculine to feminine gender presentations, and a
∼ 2.4 : 1 ratio for old to young ages (Table 1). Other fa-
cial datasets contain similar demographic imbalances, in-
cluding CelebA (Liu et al. 2015), FFHQ (Karras, Laine, and
Aila 2019), IARPA Janus Benchmark-C (IJB-C) (Maze et al.
2018), and CASIA-Webface (CASIA) (Yi et al. 2014).

To improve the transparency of biases in facial data, RFW
was designed as a benchmark with separate racial evaluation
splits. Subsequently, BUPT-Balancedface (BUPT) (Wang,
Zhang, and Deng 2022) was released as a training dataset
with racially balanced images. While both of these datasets
are estimated to have more uniform distributions of skin
tones, they still have high gender presentation disparity with
a masculine to feminine ratio of ∼ 3.2 : 1 in RFW and
∼ 2.2 : 1 in BUPT. This imbalance reflects the challenge of
creating intersectional representations for training datasets.

3.3 Quality-Diversity Optimization
Quality-diversity (Chatzilygeroudis et al. 2021) is a subfield
of evolutionary optimization where n-dimensional solutions
maximize an objective f : Rn → R and cover a measure
space S formed by the range of k measures mj : Rn → R,
or as a joint measure, m : Rn → Rk. For each s ∈ S,
quality-diversity algorithms aim to find a solution θ ∈ Rn

such that m(θ) = s and f(θ) is maximized. In the quality-
diversity literature, the task of searching over latent solutions
is called latent space illumination (Fontaine et al. 2021).

We employ CMA-MAEGA (Fontaine and Nikolaidis
2023) to solve a relaxed version of quality-diversity by us-
ing a tessellation T of measure space S. First, θ is initialized
to an initial solution θ0. For each of N iterations, a pop-
ulation of λ coefficients c are sampled from a k + 1 Gaus-
sian distributionN (µ,Σ). Next, solutions are branched with
objective-measure gradients:

θ′ = θ + |c0|∇f(θ) +

k∑
j=1

cj∇mj(θ) (1)

An annealed improvement scalar ∆i is used to rank sam-
pled gradients ∇i for each new solution θ′ based on the up-
date history of a measure cell. We perform gradient ascent
on θ weighted on improvement ranking ∆i. The Gaussian

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

19807



Algorithm 1: Quality-Diversity Generative Sampling
Input: A generative model G, objective prompts xf , a
regularization distance ρ, and measure prompts {xmj

}kj=1.
Parameters: An initial solution θ0, the number of iterations
N , a learning rate η, a branching population size λ, and an
initial branching step size σg .
Output: A dataset Darchive with latent solutions for
generative model G.

1: Initialize Darchive = ϕ, θ = θ0, µ = 0, and Σ = σgI .
2: for iter ← 1 to N do
3: X ← G(θ)
4: f,∇f ,← compute objective(θ, X,xf , ρ)
5: m,∇m ← compute measures(X, {xmj}kj=1)
6: ∇f ← normalize(∇f ),∇m ← normalize(∇m)
7: Darchive ← update(Darchive, (θ, f,m))
8: for i← 1 to λ do
9: θ′

i ← branch(θ,∇f ,∇m,µ,Σ)
10: X ′

i ← G(θ′
i)

11: f ′, ∗ ← compute objective(θ′
i, X

′
i,xf , ρ)

12: m′, ∗ ← compute measures(X ′
i, {xmj}kj=1)

13: ∆i ← improvement((f ′,m′),Darchive)
14: Darchive ← update(Darchive, (θ

′
i, f

′,m′))
15: end for
16: θ ← ranked ascent(η,∇1...λ,∆1...λ)
17: µ,Σ← adapt(∆1...λ)
18: if there is no change in Darchive then
19: Reset µ = 0,Σ = σgI
20: Randomly select θ, ∗ ∈ Darchive

21: end if
22: end for
23: return Darchive

parameters µ and Σ are updated with an evolutionary adap-
tation step. Finally, if no improvement was found, a new
seed solution θ is sampled uniformly at random from ex-
isting solutions. We visualize these steps in Fig. 2.

4 QDGS with Color-Biased Shapes
To demonstrate QDGS (Algorithm 1), we first use a proof-
of-concept colored shapes dataset with a controlled grada-
tion of bias strengths b ∈ [0.80, 0.85, 0.90, 0.95, 0.98]. For
each bias strength b, we generate a “real” training dataset
such that red triangles and blue squares make up b propor-
tion of the dataset and blue triangles and red squares make
up the rest. A variational autoencoder G is trained on the
version with b = 0.98. We show that despite the biased gen-
erative model G, QDGS can produce a synthetic dataset that
repairs accuracy on a balanced evaluation set with b = 0.50.

4.1 Data Generation and Sampling
QDGS finds solutions that maximize an objective function
f and measure functions {mj}kj=1.

Objective function: The objective function f computes
CLIP similarity scores of generated images with positive and
negative language prompts xf = (xpos

f , xneg
f ):
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Figure 3: Despite sampling from the same biased red-
triangle/blue-square generator, QDGS achieves more uni-
form coverage over an intersectional measure space.

f(θ) = cosCLIP(G(θ), xpos
f )− cosCLIP(G(θ), xneg

f ) (2)

We use the positive prompt xpos
f = “A regular square or

triangle” and to discourage out-of-distribution images, we
use the negative prompt xneg

f = “Splatters of colors”.

Measure functions: Each measure function mj also com-
putes CLIP scores (Equation 2) to determine the measures
of diversity in the resulting images. We run QDGS on k=2
measure dimensions, with the following prompts: xm1

= “A
{red, blue} shape”, xm2

= “A {square or diamond with 4
edges, triangle with 3 edges}”. We assign labels via m2 with
a threshold of 0.01.

4.2 Discriminator Training and Evaluation
For each version of our biased dataset, we train a convolu-
tional neural network to discriminate between triangles and
squares. Optionally, we fine-tune with the dataset generated
with QDGS from the biased autoencoder G.

4.3 Results for Color-Biased Shapes
Applying QDGS to our proof-of-concept dataset demon-
strates two key observations: (1) QDGS is able to generate
uniform coverage over intersectional measure spaces; and
(2) training with QDGS helps repair biases in classifiers.

In Fig. 3, we show that QDGS is able to generate a bal-
anced proportion of colors with shapes. When randomly
sampling, the latent distribution of generator G spuriously
associates red shapes with triangles and blue shapes with
squares. Further, generated outputs can sometimes fall out
of distribution, resulting in color splatters rather than shapes.
Conversely, sampling with QDGS is able to produce bal-
anced images, which are often higher in quality, by evenly
distributing red and blue shapes with triangles and squares.

For each bias level, classifier accuracy increases on a fair
evaluation benchmark, improving accuracy by up to ≈ 27%
(Fig. 1). Notably, QDGS is more helpful when biases in real
datasets are stronger. These results suggest that generative
models, even when they are biased, are more helpful for
training classifiers when used with QDGS.
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Figure 4: Sample and density maps of synthetic datasets projected onto CLIP latent planes, computed via measure functions
described in Section 5.1. Top: Random sampling (Rand50) creates high-density clusters and have sparse representation of
extreme measures. Bottom: QDGS (QD50) can create more uniform distributions of synthetic data across measures.

5 QDGS with Facial Recognition
We generate synthetic facial images using the StyleGAN2
model G with a resolution of 256 × 256 trained on FFHQ.
We create two pretraining datasets with QDGS, QD15 and
QD50, from 15K and 50K solutions respectively. We also
create randomly sampled baseline datasets Rand15 and
Rand50. In all datasets, latent solutions θ are sampled from
StyleGAN2’s larger latent spaceW ∈ R18×512.

5.1 Data Generation and Sampling
Objective function: The objective function f is a
weighted sum (β1 = 0.5, β2 = 0.2) of three component
functions, including a text objective gtxt, an image margin
gmgn, and a regularization factor greg:

f(θ) = gtxt(G(θ))− β1gmgn(G(θ))− β2greg(θ) (3)

The text objective (Equation 2) is used for fine-grained
guidance over the semantic quality of visual features. While
synthetic image quality can be estimated with other met-
rics, such as Fréchet inception distance (FID) or a classifier
trained on the Blurry label of CelebA, these metrics typically
do not describe noise structures specific to a domain-task re-
lationship, such as occlusions of the face due to hair or a
face mask. Beyond identifying specific noise structures in
a domain-task relationship, language prompts can also de-
scribe complex, high-level desiderata that would otherwise
necessitate the composition of several low-level heuristics.
We use the positive prompt xpos

f = “A detailed photo of an
individual with diverse features” and to discourage out-of-

distribution images, we use the negative prompt xneg
f = “An

obscure, fake, or discolored photo of a person”.
We incorporate a distance margin to the objective to boost

exploration of solutions via unmeasured diversity. We max-
imize that margin on the subset of randomly selected solu-
tions generated from the past 100 iterations, which we de-
note Dmem ⊂ Darchive:

gmgn(X) = max
X′∈Dmem

cosCLIP(X,X ′) (4)

Finally, we place a constraint on the domain of accept-
able solutions by regularizing on the latent space W . We
first identify the mean standardized Euclidean distance δreg
from 10, 000 vectors sampled from the latent spaceW . We
then penalize solutions outside distance δreg , with a distance
multiplier ρ = 0.5, where solutions within the boundary dis-
tance are not penalized:

greg(θ) = (max(δ(θ,W ), ρδreg)− ρδreg)
2 (5)

Measure functions: We use Equation 2 to compute the at-
tribute diversity in the resulting images on k=4 measure di-
mensions, with the following prompts: xm1

= “A {feminine,
masculine} person”, xm2

= “A person with {light, dark}
skin”, xm3 = “A person with {short, long} hair”, and
xm4 = “A person in their {20, 50}s”.

5.2 Label Assignment and Data Augmentation
To assign labels while maintaining feasibility for memory,
we first separate each dataset into equally-sized 3×3 chunks
based on the first two measures, m1 and m2. Within each
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chunk Cj ⊂ Darchive, we perform K-means clustering on
latent solution θ where k =

|Cj |
2 , and each cluster is as-

signed a separate identity label. For each latent solution θ,
we perform latent walks along directions that correspond to
horizontal facial rotation and affective valence, creating 9
total variants of each image.

5.3 Discriminator Training and Evaluation
We select ResNet101 backbones and train with AdaFace
loss (Kim, Jain, and Liu 2022). For each synthetic dataset,
we pretrain model weights over 26 epochs with a learning
rate of 0.01. Each model is trained on the skin-tone imbal-
anced CASIA and skin-tone balanced BUPT datasets. We
run 10 trials for each training configuration.

To analyze facial recognition performance on skin-tone-
split evaluation sets, we first evaluate on RFW. Next,
we evaluate on LFW, CFPFP (Sengupta et al. 2016),
CPLFW (Zheng and Deng 2018), CALFW (Zheng, Deng,
and Hu 2017), and AgeDB (Moschoglou et al. 2017). We
follow the testing protocols of each respective benchmark.

6 Results and Discussion
6.1 Spread of Synthetic Data Distributions
QDGS is able to produce a more uniform spread of synthetic
data compared to random sampling from StyleGAN2. Ran-
domly sampled image distributions of StyleGAN2 consist
of high density clusters with one or more modes, but these
modes may arise from sampling biases rather than reflect-
ing genuine modes of real populations. For example, while
real skin tone distributions have multiple modes, randomly
sampled images from StyleGAN2 tend to collapse into a sin-
gle mode with respect to skin tone measures (Fig. 4). Con-
versely, QD50 exhibits higher variance and covers a broader
area of the measure space compared to Rand50. These obser-
vations are vital when training with synthetic data, as models
are susceptible to overfitting on dominant classes or features.

Sampling with QDGS can also inform relationships be-
tween generative latent spaces and semantic concepts. The
marginal distributions indicate that randomly sampling θ ∈
W naturally captures a wide range of genders and ages, but
underrepresented skin tones (very “light” and very “dark”)
and hair lengths (“long hair”) are considered outliers of
the distribution of W . Further, interactions between mea-
sures can reveal associations represented in StyleGAN2 and
CLIP. For example, image data with high similarity to lan-
guage prompts (“dark skin” and “feminine”), (“light skin”
and “masculine”), and (“in their 20s” and “long hair”) are
sparse in QD50. These spurious associations in synthetic
datasets can amplify stereotypes in downstream tasks.

Visual inspection of the image sample maps show that im-
ages in QD50 have more extreme visual features than those
in Rand50. While these data contain more varied and possi-
bly out-of-distribution attributes, this unmeasured diversity
can help facilitate robustness and domain adaptation to un-
seen test cases. For example, a model that is trained on im-
ages with neon lighting (QD50) can learn important infor-
mation on lighting and colors that may help it extrapolate to
predicting test cases that are in grayscale (AgeDB).

Pretraining Dark-skinned Light-skinned DI
Train: CASIA (Imbalanced)

None 88.08± 0.07 94.05± 0.06 93.65± 0.10
Rand15 88.17± 0.08 94.41± 0.07 93.38± 0.14
Rand50 88.69± 0.10 94.67± 0.0794.67± 0.0794.67± 0.07 93.68± 0.10
QD15 (Ours) 88.25± 0.09 94.42± 0.06 93.47± 0.10
QD50 (Ours) 88.94± 0.0788.94± 0.0788.94± 0.07 94.62± 0.10 93.99± 0.0693.99± 0.0693.99± 0.06

Train: BUPT (Balanced)

None 96.22± 0.03 97.58± 0.05 98.60± 0.0798.60± 0.0798.60± 0.07
Rand15 96.22± 0.05 97.72± 0.05 98.47± 0.09
Rand50 96.17± 0.09 97.82± 0.0497.82± 0.0497.82± 0.04 98.31± 0.08
QD15 (Ours) 96.29± 0.06 97.75± 0.03 98.51± 0.07
QD50 (Ours) 96.32± 0.0696.32± 0.0696.32± 0.06 97.80± 0.04 98.49± 0.06

Table 2: Pretraining with QDGS can improve accuracy on
the dark-skinned subgroup in RFW. Values represent the av-
eraged accuracy (%) and disparate impact ratio (%) with
standard error metrics, aggregated for 10 trials.

Tone Baseline QDGS AdaFace QDGS + AdaFace
Dark 79.7± 0.3 82.8± 0.2 88.1± 0.1 88.988.988.9± 0.10.10.1
Light 88.8± 0.1 90.8± 0.3 94.1± 0.1 94.694.694.6± 0.10.10.1

Table 3: Ablation results: QDGS is helpful for either loss.

6.2 Generalization of Language Guidance to
Categorical Diversity Labels

In addition to maximizing language-guided diversity, QDGS
generalizes to unseen categorical diversity labels. We clas-
sify data using models trained on IJB-C (Skin Tone, Back-
ground, Face Rotation) and CelebA (Age, Gender), where
each prediction probability is discretized into two (Back-
ground, Age) or three (Skin Tone, Gender, Face Rotation)
bins. In Table 1, we present these proportions for facial
benchmarks and our synthetic datasets Rand50 and QD50.

For labels corresponding to measures (e.g., Skin Tone :
m1), QD50 is able to achieve a more uniform distribution
than Rand50. QDGS increases the proportion of images rec-
ognized as dark skin tones from 9.4% to 25.2%. QDGS is
also able to simultaneously increase the proportion of im-
ages recognized as old from 37.0% to 45.7%. These results
demonstrate that balancing effects from QDGS generalizes
to predictive distributions for CelebA and IJB-C labels (e.g.,
Fitzpatrick Skin Type 6), even though QDGS uses language
prompted measures (e.g., “dark skin”). Generalization to
categorical diversity labels supports that language prompt-
ing can be valuable approximations of diversity without the
use of additional labeled data.

However, it is intractable to anticipate an exhaustive list
of the desired diversity measures a priori. This challenge is
demonstrated by facial rotation, which has a high skew in
QD50. QDGS also relies on a generative model’s ability to
generate desired concepts, which may not be the case when
the data are simply not represented to a sufficient standard.
In these scenarios, QDGS will be unsuccessful at generaliz-
ing to the corresponding categorical labels.
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Pretraining LFW CFPFP CPLFW CALFW AgeDB AVG
Train: CASIA (Imbalanced)

None 99.38± 0.02 95.14± 0.06 90.24± 0.09 93.53± 0.05 94.33± 0.06 94.52± 0.03
Rand15 99.48± 0.02 95.68± 0.05 90.69± 0.07 93.62± 0.03 94.67± 0.09 94.83± 0.03
Rand50 99.45± 0.02 95.70± 0.04 90.91± 0.08 93.60± 0.04 94.82± 0.0594.82± 0.0594.82± 0.05 94.89± 0.03
QD15 (Ours) 99.45± 0.02 95.67± 0.04 90.78± 0.06 93.56± 0.04 94.67± 0.06 94.83± 0.03
QD50 (Ours) 99.50± 0.0199.50± 0.0199.50± 0.01 95.72± 0.0395.72± 0.0395.72± 0.03 90.94± 0.0690.94± 0.0690.94± 0.06 93.71± 0.0693.71± 0.0693.71± 0.06 94.72± 0.07 94.92± 0.0294.92± 0.0294.92± 0.02

Train: BUPT (Balanced)

None 99.71± 0.02 96.15± 0.04 93.00± 0.04 95.60± 0.02 96.87± 0.05 96.27± 0.02
Rand15 99.74± 0.02 96.29± 0.0596.29± 0.0596.29± 0.05 93.17± 0.0593.17± 0.0593.17± 0.05 95.67± 0.0495.67± 0.0495.67± 0.04 96.90± 0.02 96.35± 0.0296.35± 0.0296.35± 0.02
Rand50 99.75± 0.0299.75± 0.0299.75± 0.02 96.17± 0.06 93.07± 0.04 95.65± 0.04 96.93± 0.0596.93± 0.0596.93± 0.05 96.31± 0.03
QD15 (Ours) 99.75± 0.0199.75± 0.0199.75± 0.01 96.23± 0.04 93.04± 0.07 95.66± 0.03 96.93± 0.0596.93± 0.0596.93± 0.05 96.32± 0.03
QD50 (Ours) 99.73± 0.02 96.21± 0.05 93.08± 0.06 95.59± 0.03 96.90± 0.07 96.30± 0.02

Table 4: Pretraining with QDGS produces potential improvements in accuracy. Values represent averaged accuracy (%) with
standard error metrics evaluated on five evaluation benchmarks, aggregated for 10 trials.

6.3 Repairing Biases in Classifiers with QDGS
Using QDGS, we show that facial recognition models can
be more performant on faces with dark skin tones. We com-
pute the accuracy on reinterpreted RFW test splits and the
disparate impact ratio (DI) for dark-skinned to light-skinned
data (Table 2). DI is represented as the ratio of performance
on a minority group to that of a majority group, where values
closest to 100% indicates equal treatment of groups.

Models pretrained with QD15/50 achieve higher accura-
cies for dark-skinned faces and the same accuracies for light-
skinned faces compared to those pretrained with Rand15/50.
On models trained on skin-tone imbalanced data (CASIA),
QDGS achieves the highest accuracy for dark-skinned faces,
raising scores from 88.08% to 88.94%. On models trained
on skin-tone balanced data (BUPT), pretraining with QDGS
has a smaller but still noticeable improvement on dark-
skinned faces, achieving the highest accuracy for dark-
skinned faces across training methods. These trends are
reflected in DI, with QD15/50 consistently outperforming
Rand15/50, especially when models are trained on imbal-
anced data. These results indicate that QDGS is helpful for
pretraining, particularly when training data are imbalanced.

AdaFace, an adaptive loss that assigns higher weight to
difficult training examples, may have some debiasing prop-
erties. To explore whether QDGS is effective without using
an adaptive loss, we conduct an ablation (Table 3). For our
baseline, we run on the ArcFace loss (Deng et al. 2019).
In both cases, using QDGS improves performance on dark-
skinned faces (79.7% to 82.8% on ArcFace and 88.1% to
88.9% on AdaFace), suggesting that QDGS is helpful when
used in conjunction with other debiasing methods.

6.4 Effects of QDGS on Accuracy
QDGS can maintain or improve accuracy, and we do not ob-
serve accuracy decline on any evaluation benchmark. Since
all pretrained models perform better than no pretraining, we
believe that synthetic data can help to prime models with di-
verse data attributes. Thus, the models are equipped to gen-
eralize across distributional discrepancies when encounter-
ing novel data, surpassing models without pretraining.

On models trained with CASIA, QDGS achieves a higher
average accuracy than randomly sampled pretraining (Ta-
ble 4). These differences are larger between QD50 and
Rand50 than for QD15 and Rand15. On models trained with
BUPT, there are fewer differences in accuracy based on the
pretraining method. These trends likely reflect the larger
scale of BUPT (≈ 1.3M images in BUPT v.s. ≈ 200K im-
ages in CASIA), since training on a larger dataset can di-
minish the effects of pretraining. Another possibility is that
BUPT contains more heterogeneous data and therefore ex-
periences fewer added benefits from QDGS.

7 Conclusions
This work presents QDGS, a framework for sampling bal-
anced synthetic training datasets from generative models.
QDGS can increase spread over desired attributes, described
by user-defined language prompts, by exploring high dimen-
sionality latent spaces. With QDGS, we are able to repair bi-
ases in shape classifiers up to ≈ 27%. In the more challeng-
ing domain of facial recognition, we are able to achieve a
more uniform spread of synthetic facial image training data,
simultaneously increasing the proportion of images recog-
nized with dark skin tones from 9.4% to 25.2% and images
recognized as old from 36.0% to 45.7%. For models trained
on biased datasets, QDGS improves accuracy performance
on dark-skinned faces from 88.08% to 88.94%, and QDGS
achieves the highest average accuracy across facial recog-
nition benchmarks. These results support training with bal-
anced synthetic datasets.
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