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Abstract

Large Language Models (LLMs) have recently demonstrated
exceptional performance in various Natural Language Pro-
cessing (NLP) tasks. They have also shown the ability to
perform chain-of-thought (CoT) reasoning to solve complex
problems. Recent studies have explored CoT reasoning in
complex multimodal scenarios, such as the science question
answering task, by fine-tuning multimodal models with high-
quality human-annotated CoT rationales. However, collecting
high-quality COT rationales is usually time-consuming and
costly. Besides, the annotated rationales are hardly accurate
due to the external essential information missed. To address
these issues, we propose a novel method termed T-SciQ that
aims at teaching science question answering with LLM signals.
The T-SciQ approach generates high-quality CoT rationales as
teaching signals and is advanced to train much smaller models
to perform CoT reasoning in complex modalities. Addition-
ally, we introduce a novel data mixing strategy to produce
more effective teaching data samples for simple and complex
science question answer problems. Extensive experimental
results show that our T-SciQ method achieves a new state-
of-the-art performance on the ScienceQA benchmark, with
an accuracy of 96.18%. Moreover, our approach outperforms
the most powerful fine-tuned baseline by 4.5%. The code is
publicly available at https://github.com/T-SciQ/T-SciQ.

Introduction

Scientific problem solving has recently been employed to
evaluate the multi-hop reasoning capability and interpretabil-
ity of Al systems (Kembhavi et al. 2017; Sampat, Yang, and
Baral 2020; Dalvi et al. 2021). However, these datasets (Kem-
bhavi et al. 2017; Jansen et al. 2018) suffer from limited scale.
To address this issue, Lu et al. (2022a) introduces a large-
scale science question-answering dataset across broad topics
and skills called ScienceQA. This dataset consists of 21,208
multimodal data examples associated with questions, context,
images, options, lectures, and explanations. An example is
shown in Figure 1, illustrating that a model must comprehend
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Sample of Sci

P Problem .

/ Question: Which of these states is
farthest north?
Context: N/A i
Skill: Read a map: cardinal directions |}
Options: (A) West Virginia (B) i
Louisiana (C) Arizona (D) Oklahoma | ;

L Answer: The answer is (A)

Vision \

-~ Human-Annotated CoT Signal

{ Lecture: Maps have four cardinal directions, or main directions. Those
directions are north, south, east, and west. A compass rose is a set of
arrows that point to the cardinal directions. A compass rose usually
shows only the first letter of each cardinal direction. The north arrow
points to the North Pole. On most maps, north is at the top of the map.
Solution: To find the answer, look at the compass rose. Look at which

| way the north arrow is pointing. West Virginia is farthest north.

- Generated CoT Signal
{ Lecture: N/A

Solution: West Virginia is the farthest north of the four states listed.

West Virginia is located in the Appalachian region of the United States,

which is in the northeastern part of the country. Louisiana, Arizona, and

Oklahoma are all located in the southern and southwestern parts of the

United States. West Virginia is the northernmost of the four states,

Qking it the farthest north.

Figure 1. The input of a ScienceQA data example includes a
question, context, image, skill, and options. Annotations in-
clude the ground truth answer and CoT rationale (lecture and
solution). Compared to annotated CoT, LLM-generated CoT
includes greater amounts of essential external knowledge.

multimodal inputs and incorporate external knowledge to
answer scientific questions.

Recently, Large Language Models (LLMs) have shown
exceptional performance in various Natural Language Pro-
cessing (NLP) tasks (Brown et al. 2020; Thoppilan et al.
2022). Specifically, they have demonstrated the chain-of-
thought (CoT) ability to solve complex reasoning problems
by using a few demonstration examples without additional
training (Wei et al. 2022a; Kojima et al. 2022; Zhang et al.
2022). However, the existing research on CoT reasoning is
mainly limited to the language modality (Wang et al. 2022a;
Zhou et al. 2022; Lu et al. 2022b; Fu et al. 2022), with little
attention paid to multimodal scenarios, such as science ques-
tion answering. To address this issue, a common approach
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is to use caption models to translate visual information into
the language modality and prompt LLMs to perform CoT
reasoning (Lu et al. 2022a). However, the use of caption gen-
eration models in scientific problems may result in significant
information loss when meeting highly complex images. To
overcome this issue, Zhang et al. (2023b) proposed a frame-
work called Multimodal-CoT that models both language and
visual modalities into a two-stage fine-tuning process, which
separates rationale generation and answer inference.

The Multimodal-CoT method has a significant disadvan-
tage because it relies on the human-annotated CoT rationale
to fine-tune the model. While incorporating human-annotated
CoT signals is helpful for training models to facilitate CoT
reasoning ability, it has two fundamental limitations. First, the
human annotation of CoT reasoning is time-consuming (Nye
et al. 2021; Cobbe et al. 2021), particularly for complex tasks
like ScienceQA, which necessitates extensive expert knowl-
edge to create a reasoning process for the answer. Second, as
shown in Figure 1, the annotated rationale may lack essential
external information to derive the final answer due to the
limited expertise of human annotators.

To address these issues, we propose a novel approach
named 7-SciQ to solve the ScienceQA task. The proposed
T-SciQ framework in Figure 2 consists of three stages: gen-
erating teaching data, mixing teaching data, and fine-tuning.
For teaching data generation, we use a simple zero-shot in-
struction and a hint of the correct answer to generate a CoT
rationale for a QA data example to obtain a QA-CoT sample.
Although the model taught by QA-CoT samples excels at
tackling simple problems, it still struggles with highly com-
plicated problems. To overcome this challenge, we follow
the zero-shot plan-and-solve prompting (Wang et al. 2023)
to generate plan-based CoT (PCoT) rationales, which decom-
pose complex problems into simpler subproblems to solve,
to obtain QA-PCoT teaching samples.

To this end, we construct a new teaching dataset called T-
SciQ by mixing QA-CoT and QA-PCoT datasets to combine
the strengths of both teaching signals. Specifically, we use the
validation set to determine whether the PCoT teaching signal
or CoT teaching signal is more appropriate for each data
example in a given skill. Then, we fine-tune the student model
with teaching data. We follow the Multimodal-CoT (Zhang
et al. 2023b) to build our student model, which consists of
two-stage: rationale generation teaching and answer inference
teaching. During inference, the model trained in the first stage
generates rationales for the test data. The generated rationales
are subsequently used in the second stage to infer answers.
Experiment results on the ScienceQA benchmark show that
our method surpasses the previous state-of-the-art approaches
by a large margin.

Our main contributions are summarized as follows: 1)
We propose a novel framework for generating high-quality
CoT rationale and training student models to perform CoT
reasoning for the ScienceQA task; 2) We introduce a data
mixing strategy to produce effective teaching data samples for
simple and complex problems; 3) Our method achieves a new
state-of-the-art performance on the ScienceQA benchmark,
surpassing all previous models by a large margin.
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Related Work

Chain-of-Thought Prompting. Recently, to solve com-
plex reasoning tasks, Wei et al. (2022b) propose CoT prompt-
ing by prompting large language models to generate interme-
diate reasoning processes before reaching the final answer.
Subsequently, a lot of work has been proposed to further
improve CoT prompting from different aspects, including
improving the quality of demonstrations (Rubin, Herzig, and
Berant 2021; Zhang et al. 2022; Fu et al. 2022; Lu et al.
2022b; He et al. 2023) and improving the quality of reason-
ing chains (Zhou et al. 2022; Khot et al. 2022; Chen et al.
2022; Wang et al. 2022b,a; Li et al. 2022b; Tian et al. 2023).
Zero-shot CoT (Kojima et al. 2022) elicited reasoning step
by appending a prompt like “Let’s think step by step” to
the test question. Chameleon (Lu et al. 2023) proposed a
plug-and-play compositional reasoning framework to utilize
multiple modules to obtain high quality prompting. Our work
mainly focuses on mixing different teaching CoT rationales
for different problems.

LLMs as Teachers. In recent studies, CoT reasoning is
elicited in small models using fine-tuned language models.
Magister et al. (2022) benefit smaller models through CoT
distillation. Huang et al. (2022) show that LLMs can en-
hance reasoning using self-generated solutions from unla-
beled data. Ho, Schmid, and Yun (2022) propose Fine-tune-
CoT to leverage the capabilities of LLMs to generate rea-
soning samples and teach smaller models via fine-tuning.
Distilling step-by-step (Hsieh et al. 2023) improves small
model performance using LLM rationales with less data.
Multimodal-CoT (Zhang et al. 2023b) uses two-stage fine-
tuning with annotated CoT rationales and visual features to
achieve state-of-the-art results on the ScienceQA benchmark.
Our work exploits generating two types of teaching data from
LLMs and mixing teaching data. We discover that this simple
method highly improves student performance in complex
multi-modality tasks, which has not yet been recognized in
previous studies on fine-tuning with CoT reasoning (Hsieh
et al. 2023; Ho, Schmid, and Yun 2022; Huang et al. 2022;
Magister et al. 2022; Fu et al. 2023; Hu et al. 2023).

Our T-SciQ Approach
Overview

This section presents the proposed fine-tuning strategy T-
SciQ, which utilizes a LLM named SciTeacher to generate
teaching data and improve the performance of a smaller stu-
dent model (SciStudent) by generated teaching data. The
proposed T-SciQ strategy comprises three components: gener-
ating teaching data, mixing teaching data, and fine-tuning, as
depicted in Figure 2. To generate the teaching data, we lever-
age SciTeacher to produce CoT rationales to obtain Question-
Answer-CoT (QA-CoT) samples, and planning-based CoT ra-
tionale (PCoT) to obtain Question-Answer-PCoT (QA-PCoT)
samples. To combine the strengths of both datasets, we create
a new teaching dataset called T-SciQ by mixing QA-CoT
and QA-PCoT datasets. Specifically, we use the validation
set to determine whether the PCoT teaching signal or CoT
teaching signal is more appropriate for each data example in a
given skill. We then use T-SciQ teaching samples to fine-tune
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Step 1: Generating Teaching Data
N\

N

6rigina| Data Example 60T Teaching Signal
Question: Which of these states is West Virginia is the farthest north
farthest north? of the four states listed. West
Context: N/A Virginia is located in the
Options: (A) West Virginia (B) — Appalachian region of the United
Louisiana (C) Arizona (D) Oklahoma States, which is in the northeastern
Correct Answer: (A) West Virginia part of the country. Louisiana,
\. J P X
= - érlzona, and Oklahoma ...

[CoT Prompting ] » 3 » J
Please give a detailed explanation. (<] PCoT Teaching Signal 7\
PCoT Prompting ) f 1. Read the lecture and
The lecture about "Read a map: > understand the ...
cardinal directions" is ... 3 2. Read the question and identify
The plan to solve "Read a map: g’ the type ... 3. Look at the figure
cardinal directions" problem is ... ] provided and identify ...
Based on the lecture, the plan and o 4. Research the animal to find out
the problem, please carry out the < what ...
plan and solve the problem step by 3 5. Compare the options provided

tep (begin with 1, 2, 3...). ) \and select ... )

Step 2: Mixing Teaching
Data

Step 3: Fine-Tuning

[

Answer Inference
Teaching

Answer Inference
Module

:Fi ,pcot

Rationale Generation
Teaching ¢

[Rationale Generation]

]

Module

Al

Data Examples of a Skill

Figure 2. Key steps of our T-SciQ approach. T-SciQ consists of three stages: (i) generating teaching data; (ii) mixing teaching

data; and (iii) fine-tuning.

the smaller student models. In the following, we provide a
detailed description of these three components.

Generating Teaching Data

We produce two types of data samples for teaching: QA-CoT
sample with a generated CoT rationale and QA-PCoT sample
equipped with a generated PCoT rationale.

QA-CoT Sample Generation. Although using human-
annotated CoT signals is valuable for training models to
elicit CoT reasoning ability, it has two inherent limitations:
time-consuming and lack of external essential information
due to human annotators’ restricted expertise.

To address these issues, we introduce a zero-shot prompt-
ing to generate high-quality CoT rationales from LLMs. We
achieve this by converting the input training data example X
into a prompt, utilizing a straightforward template that reads
as follows: “Question: [X,]. Context: [X.]. Options: [X,].
Correct Answer: [A]. [Instruct]”. Here, the [X,] slotis
for the input question, the [ X..] slot is for the input context,
the [ X, ] slot contains the possible options, the [ A] slot is
for the correct answer that can work as a hint to guide LLMs
to generate a more reliable rationale, and the [Instruct]
slot contains instructions, i.e., “Please give me a detailed
explanation.”, to guide LLMs to perform the task. Note that
the context may not be included for some data examples,
in which case the context slot is replaced with “N/A”. Sub-
sequently, we feed the filled prompt to LLMs to output a
reasoning process for a given training data example to obtain
QA-CoT data Dga.cor-

QA-PCoT Sample Generation. Although using QA-CoT
samples can address issues of human-annotated CoT, ad-
dressing highly complex problems remains a challenge. To
overcome this challenge and obtain appropriate teaching CoT
rationale, we introduce a 3-step zero-shot prompting to de-
compose complex problems into simpler subproblems.

Step 1: Lecture Generation. The lecture template used to
generate a lecture for a particular skill is formulated as fol-
lows: “Skill: [S]. QA pairs: [Xq,A] ... [Instruct].” In

19164

this prompt, [Instruct] is as follows: “based on the prob-
lems above, please give a general lecture on the [S] type
of question in one sentence.”. Note that many QA examples
need the same skill to be solved.

Step 2: Plan Generation. The template used to generate
a plan for a specific skill based on the generated lecture
is formulated as follows: “Skill: [S]. Lecture: [L]. QA
pairs: [ X, A] ... [Instruct].”. In this prompt, [Instruct]
is written as follows: “Based on the lecture above and these
problems, let’s understand these problems and devise a gen-
eral and brief plan step by step to solve these problems (begin
with 1, 2, 3...)".

Step 3: Rationale Generation. The lecture and plan gener-
ated by the first two prompts are used to generate a plan-based
CoT rationale for each training example. The rationale gener-
ation template is formulated as follows: “Skill: [S]. Lecture:
[L]. Plan: [P]. QA pair: [X,, A]. [Instruct].”. In this
prompt, [Instruct] is written as follows: “Based on the
lecture, the plan and the problem, please carry out the plan
and solve the problem step by step (begin with 1, 2, 3...)".
Examples of this three-step prompting can be found in the
supplementary material.

Mixing Teaching Data

The QA-PCoT dataset is effective for teaching problem-
solving skills for complex problems, while simpler prob-
lems don’t require decomposition. In contrast, the QA-CoT
dataset is suitable for teaching problem-solving skills for sim-
ple problems. To combine the strengths of both datasets, we
create a new teaching dataset called T-SciQ by mixing QA-
CoT and QA-PCoT datasets. We introduce a new approach
that uses the validation set to determine whether the PCoT
teaching signal or CoT teaching signal is more appropriate
for a data example in a given skill.

Given a ScienceQA problem P; with the language input
X 1a and the visual input X, ,, our objective is to let an an-
swer generation model F; help identify the optimal teaching
signal T; ;. from the possible choices T3, i.e., CoT teaching
signal T; .o, or PCoT teaching signal T; .., thereby maxi-
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mizing the answer accuracy of the validation set. The an-
swer generation module F, is similar to the one described in
Multimodal-CoT (Zhang et al. 2023b). The generated answer
A; is produced by F; (X1, Xiv, Ti 1), and the number of
errors is obtained by comparing the generated answer /L» and
the label A;. If the number of errors for validation samples
with PCoT in a skill is lower than that of validation samples
with CoT in a skill, we select PCoT rationale as the teaching
rationale for all training data examples in this skill. Otherwise,
we select CoT rationale. The obtained teaching samples are
then used to fine-tune the student model. To train the answer
generation module, we utilize a subset of training data exam-
ples, each of which is associated with the human-annotated
teaching signal from the original ScienceQA dataset.

Fine-Tuning
Our teaching follows the Multimodal-CoT (Zhang et al.

2023b) two-stage fine-tuning framework: rationale gener-
ation teaching and answer inference teaching.

Rationale Generation Teaching. In this stage, the ratio-
nale generation model F,.(P;) is trained to predict the teach-
ing signal 7; for a given problem P;, where 7T} either be CoT
rationale or PCoT rationale. The input of F,.(P;) consists of
Xil’la and X ,, where Xil’ 1a Tepresents the language input and
X v represents the visual input. Formally, the probability of
generating rationale 7;; can be formulated as follows:

Nr,
PTG X, Xiy) = ﬂper (ng | Xil,laaXi,vaTi,<j)7
j=1

J
ey

where 6, represents learnable parameters of the rationale

generation model F,. and Ny, is the length of T;.

Answer Inference Teaching. In the second stage, we con-
struct the language input X? 1a DY appending the teaching
rationale 7; to the original language input Xil,la' The new

input X, L' is then fed to the answer inference model to infer
the final answer A; = F,(X}), where X, = {lea,Xiﬁ\,}.
Formally, the probability of generating answer A; can be
formulated as follows:

Na,
p(AilXiQ,IaaXi,v) = ﬂpea (Az' | Xiz,laaXi,vaAi,<j)v )

J=1

where 6, represents learnable parameters in the answer infer-
ence teaching stage.

Model Architecture We utilize the Multimodal-
CoT (Zhang et al. 2023b) model architecture as our
default, which employs a Transformer model (Vaswani et al.
2017) for encoding language and a vision Transformer for
encoding visual information. The gated fusion mechanism,
proposed in (Li et al. 2022a), is used to effectively integrate
the language and vision representations. Finally, a Trans-
former decoder is used to generate the target output. Note
that rationale generation and answer inference share the
same model but differ in the input and output.
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Experiment
Experimental Setup

Dataset. We evaluate our proposed method on the Sci-
enceQA (Lu et al. 2022a) dataset, a latest multimodal
multiple-choice science question dataset comprising 21,208
examples. ScienceQA encompasses a wide range of topics
across three distinct subjects: natural science, social science,
and language science. The dataset comprises 26 topics, 127
categories, and 379 skills that are relevant to these three sub-
jects. We employ the official split provided by ScienceQA,
which divides the dataset into training, validation, and test
sets with a ratio of 3:1:1, i.e., 12,726, 4,241, and 4, 241
examples, respectively. The dataset includes annotated rea-
soning chains for each data example. In this work, we extract
our training signals from large language models instead of
using human annotated signals.

Baselines. We provide a comparison of our proposed method
with extensive baseline methods. Specifically, we have sev-
eral early VQA models, including MCAN (Yu et al. 2019),
Top-Down (Anderson et al. 2018), BAN (Kim, Jun, and Zhang
2018), DFAF (Gao et al. 2019). These VQA baselines use
the question, context, and answer choices as textual input
and the image as the visual input. They predict a score dis-
tribution over the answer candidates using a linear classifier.
In addition, we include pre-trained text-to-text and multi-
modal models such as ViLT (Kim, Son, and Kim 2021),
Patch-TRM (Lu et al. 2021), and VisualBERT (Li et al.
2019), UnifiedQA (Khashabi et al. 2020), MM-COT (Zhang
et al. 2023b). These methods use pre-trained models as
backbone models and incorporate additional modules to
handle multimodal signals if necessary. We also include
recent LLM-based multimodal fine-tuned baselines such
as LLaMa-Adapter (Zhang et al. 2023a) and LLaVA (Liu
et al. 2023). They use a strong open-access LLM such as
LLaMa (Touvron et al. 2023) as the base model and incor-
porate a vision module to model visual information. We
also include widely-used in-context learning baselines: the
chain of thought (CoT) prompting (Wei et al. 2022a), where
each in-context demonstration example comprises the input
question and output annotated reasoning process. We com-
pare to the CoT baselines over different API-based OpenAl
LLMs (OpenAl 2022, 2023), such as GPT-3.5 (GPT-3.5
w/ COT), ChatGPT (ChatGPT w/ COT), GPT-4 (GPT-4 w/
COT), and Chameleon (Lu et al. 2023). Additionally, we also
compare to the standard few-shot prompting approach using
GPT-3.5 (GPT-3.5).

Evaluation Metrics. As ScienceQA is a benchmark for
multiple-choice question answering, the accuracy of the an-
swer is evaluated by comparing the ground truth option with
the final prediction generated by the evaluated model.
Implementation Details. By default, we utilize the GPT-
3.5 of text-davinci-003 version as the teacher model for our
approach unless otherwise specified. To validate the gen-
eralizability of our method, we experiment with three dis-
tinct student models, namely UnifiedQAg,s. W/ CoT (Lu
et al. 2022a), Mutimodal-CoTg,s.(Lu et al. 2022a), and
Mutimodal-CoT rge (Zhang et al. 2023b). These models are
chosen due to their strong performances achieved by fine-
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Model |  Size | NAT SOC LAN TXT IMG NO Gl-6  G7-12 | Avg

Human | -] 9023 8497 8748 89.60 87.50 88.10 91.59 82.42 | 88.40
MCAN (Yu et al. 2019) 95M | 56.08 46.23  58.09 5943 51.17 5540 51.65 59.72 | 54.54
Top-Down (Anderson et al. 2018) 70M | 5950 5433 61.82 6290 5488 59.79 5727 62.16 | 59.02
BAN (Kim, Jun, and Zhang 2018) 112M | 60.88  46.57 66.64 62.61 52.60 6551 56.83 63.94 | 59.37
DFAF (Gao et al. 2019) 74M | 64.03 4882 6355 6588 5449 64.11 57.12 67.17 | 60.72
ViLT (Kim, Son, and Kim 2021) 113M | 6048 63.89 60.27 63.20 61.38 57.00 60.72 61.90 | 61.14
Patch-TRM (Lu et al. 2021) 90M | 65.19 46.79 6555 6696 5528 6495 58.04 67.50 | 61.42
VisualBERT (Li et al. 2019) 111M | 5933  69.18 61.18 62.71 62.17 5854 6296 5992 | 61.87
UnifiedQAg,. (Khashabi et al. 2020) 223M | 68.16 69.18 7491 63.78 6138 77.84 7298 65.00 | 70.12
LLaMa-Adapter (Zhang et al. 2023a) >7B | 8437 8830 8436 83.72 8032 8690 8583 84.05 | 85.19
LLaVA (Liu et al. 2023) >7B | 90.36 9595 88.00 89.49 88.00 90.66 9093 90.90 | 90.92
GPT-3.5 (Chen et al. 2020) >175B | 74.64  69.74 76.00 7444 6728 7742 7680 68.89 | 73.97
GPT-3.5 w/ CoT (Lu et al. 2022a) >175B | 75.44  70.87 78.09 7468 6743 7993 7823 69.68 | 75.17
ChatGPT w/ CoT (Lu et al. 2023) >175B | 7882 7098  83.18 7737 6792 86.13 80.72 74.03 | 78.31
GPT-4 w/ CoT (Lu et al. 2023) >175B | 84.06 7345 8736 81.87 70.75 90.73 84.69 79.10 | 82.69
Chameleon (Lu et al. 2023) >175B | 89.83  74.13  89.82 8827 77.64 92.13 88.03 83.72 | 86.54
UnifiedQA-CoTg,e. (Lu et al. 2022a) 223M | 71.00 76.04 7891 6642 66.53 81.81 77.06 68.82 | 74.11
UnifiedQA-T-SciQg,se (Ours) 223M | 76.56 88.99 80.45 7290 73.84 8347 81.09 7519 | 7941
Improvement - | 4556 +1295 +1.54 +6.48 +731 +1.66 +4.03 +6.37 | +5.30
Mutimodal-CoTg,¢ (Zhang et al. 2023b) 223M | 87.52  77.17 85.82 87.88 8290 86.83 84.65 8537 | 84.91
Mutimodal-T-SciQg,se (Ours) 223M | 91.52 9145 9245 9194 9033 9226 92.11 91.10 | 91.75
Improvement - | +4.00 +1428 +6.63 +4.06 +7.43 4543 +7.46 +5.73 | +6.84
Mutimodal-CoT ,yge (Zhang et al. 2023b) 738M | 9591  82.00 90.82 9526 88.80 9289 9244 90.31 | 91.68
Mutimodal-T-SciQy e (Ours) 738M | 96.89 9516 9555 96.53 94.70 96.79 96.44 95.72 | 96.18
Improvement - | +0.98 +13.16 +4.73 +1.27 +590 +3.90 +4.00 +5.41 | +4.50

Table 1. Main results (%) on the test set of ScienceQA. There are totally 8 classes of questions, namely natural science (NAT),
social science (SOC), language science (LAN), text context (TXT), image context (IMG), no context (NO), grades 1-6 (G1-6),

and grades 7-12 (G7-12). The best results are boldfaced.

Model | Avg
Multimodal-T-SciQg,s. (Mixing) 91.75
Multimodal-T-SciQg,s. only w/ QA-CoT 85.99
Multimodal-T-SciQg,s. only w/ QA-PCoT 88.56
Mutimodal-CoTg,s,e 84.91
Multimodal-T-S¢iQ 4rge (Mixing) 96.18
Multimodal-T-SciQy ,rge Only W/ QA-CoT 93.44
Multimodal-T-SciQy ,rge 0nly w/ QA-PCoT 94.11
Mutimodal-CoT 4yge 91.68

Table 2. Ablation study of the impact of different signals
provided by LLMs across all topics.

tuning with annotated reasoning signals. To ensure fairness
of comparison and effectiveness of our proposed method, we
only replace the training signals generated by our approach
with annotated signals while maintaining the same settings
as the original paper. These student models are 200X smaller
than their teacher models.

Main Results

T-SciQ v.s. Baselines. Table 1 details the performance ac-
curacy of baselines and student models trained using the
proposed T-SciQ signals. Mutimodal-T-SciQy arge, Which is
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the model architecture of Mutimodal-CoTy,r4e fine-tuned
with mixed teacher signals, attains an accuracy of 96.18%
and consistently outperforms all state-of-the-art methods
by a large margin for all topics across all subjects. Specifi-
cally, Mutimodal-T-SciQy 5rge Outperforms the most powerful
fine-tuning baseline, Mutimodal-CoT ;rge, Which is trained
by annotated chain-of-thought signals, by 4.5% (91.68%
— 96.18%), the strongest instruction-tuning based multi-
modal baseline, LLaVa, by 5.26% (90.92% — 96.18%), the
best GPT-4 based few-shot baseline, Chameleon, by 9.64%
(86.54% — 96.18%), and human performance by 7.78%
(88.40% — 96.18%). This significant improvement of our
proposed method suggests that higher-quality teaching sig-
nals of planning and reasoning provided by LLMs elicit better
planning and chain-of-thought reasoning ability in student
models smaller than 1B.

T-SciQ with Different Base Student Models. Instead of
only using the model architecture of Mutimodal-CoTyarge
as the base student model, we evaluate different base stu-
dent models fine-tuned with mixed teaching signals: the
variant UnifiedQA-T-SciQg,se and Mutimodal-T-SciQg e
The relative performance ranking between the base student
model with annotated CoT signals and the one with mixing
teacher signals remains unchanged. Specifically, UnifiedQA-
T-SciQg,se outperforms UnifiedQAg,se W/ CoT by 5.3%
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T-SciQ
Method QA-CoT QA-PCoT T-SciQ
Language Only | 84.44 85.38 87.24
w/ CLIP 86.18 87.41 90.90
w/ DETR 85.99 88.56  91.75
w/ ResNet 86.06 87.69 91.44

Table 3. Accuracy (%) of Mutimodal-T-SciQg,s. using dif-
ferent visual features.
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Figure 3. Further analysis on (a) the effect of Mutimodal-T-
SciQgase trained with different proportion of generated data
and (b) accuracy curve of the baseline Mutimodal-CoTg,s,
and our Mutimodal-T-SciQg,s. across epochs.

(74.11% — 79.41%), and Mutimodal-T-SciQg,s. Outper-
forms Mutimodal-CoTy,se by 6.84% (84.91% — 91.75%).
T-SciQ still achieves the best performance with different
base student models. These encouraging results indicate the
generalizability of the proposed teaching signals.

Further Analysis

Effect of Different Signals of T-SciQ. Our approach in-
corporates two distinct components for teaching signals: QA-
CoT and QA-PCoT. We early show that combining these
two signals (i.e., Mutimodal-T-SciQ) yields significantly bet-
ter results than using only human-annotated CoT signals
(i.e., Mutimodal-CoT) when teaching student models. In this
section, we aim to evaluate the impact of each teaching sig-
nals by testing the performance of Mutimodal-T-SciQgase
and Mutimodal-T-SciQy,rge When either QA-CoT or QA-
PCoT signal is removed. As demonstrated in Table 2, we can
observe a significant decrease in answering accuracy when
either teaching signal was removed. These findings indicate
the effectiveness of both proposed teaching signals. This is
because 1) student models taught by QA-CoT signals can
incorporate a more extensive range of knowledge from the
open world rather than solely relying on the knowledge of
annotators and 2) student models taught by QA-PCoT sig-
nals can decompose complex problems into several simpler
sub-problems.

Impact of visual Features. The choice of visual features
can significantly affect the performance of models on Sci-
enceQA. Thus, we conduct an evaluation of three widely-
used visual features, which are CLIP (Radford et al. 2021),
DETR (Carion et al. 2020), and ResNet (He et al. 2016). Both
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Figure 4. Further analysis on (a) accuracy (%) of Mutimodal-
T-SciQgase With teaching signals provided by different base
LLMs and (b) error analysis of prediction for specific skills.

CLIP and DETR can provide patch-level features, and DETR
is designed for object detection. As for ResNet features, we
use ResNet-50 to derive visual features. Table 3 shows the
results of comparing these three visual features. Our find-
ings suggest that incorporating visual features yields superior
performance than relying on language-only baselines. No-
tably, DETR consistently outperforms the other two features
in most cases, and hence, we adopt it as the default visual
feature in our main experiments.

Proportion of Generated Data in Training Data. To fur-
ther compare the T-SciQ signals produced by LLMs and the
annotated CoT signals, we experiment with manipulating
the proportion of these two signals within the training data.
We vary the proportion of T-SciQ signals from 0% to 100%.
As demonstrated in Figure 3a, the increasing proportion of
training data with T-SciQ signals increases performance.

Performance Change with Epoch. Figure 3b shows the
performance trends of the baseline Mutimodal-CoTg,se and
our proposed Mutimodal-T-SciQg,se across different training
epochs. Notably, our method consistently outperforms the
baseline across all epochs. We adopt a two-stage training
approach similar to the baseline Mutimodal-CoTg,., Where
we first train the explanation generation module and then train
the answer prediction. It indicates that our method exhibits
relatively higher accuracy at the initial training stages.

Effect of Teaching Signals Provided by Different Base
LLMs. We use the GPT-3.5 model by default, specifically
the text-davinci-003 version, to generate teaching signals in
the main experiment. However, other powerful LLMs can
also provide useful signals, such as the earlier version of
GPT-3.5, text-davinci-002, and the recently popular ChatGPT
model. This study explores the effectiveness of a mixture of
QA-CoT signals from text-davinci-002, text-davinci-003, or
ChatGPT, and QA-PCoT signals from the above API-based
models. We conduct this experiment using the Multimodal-
T-SciQg,se. Figure 4a shows the comparison of the perfor-
mance of nine different mixture strategies. Our results show
that even the worst strategy, which involves a mixture of
QA-CoT signal from text-davinci-003 and QA-PCoT signal
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—| Problem

Question: Which of these states is g" -
farthest east? i
Context: N/A

Options: (A) Louisiana (B) Ohio (C)
Maine (D) Tennessee E ‘ 4

Problem
N — Vision ..
Question: Which word would you i
find on a dictionary page with the i
following guide words? shot - suit
g8 N/A

Context: N/A
Options: (A) service (B) stockade

—‘ MM-CoT

MM-CoT

Rationale: ... To find the answer, look at the compass rose. Look at
which way the east arrow is pointing. Ohio is farthest east.
Answer: The answer is (B) X

" J

Rationale: ... Since serviceade is between the guide words shot - suit,
it would be found on that page.

Answer: The answer is (A) %

—‘ T-SciQ

Rationale: 1. ... 2. ... 3. ... Louisiana is to the west of the other states,
Ohio is to the north, Maine is to the east, and Tennessee is to the
south. Therefore, Maine is farthest east. 4. Select the correct answer
from the given options. The correct answer is (C) Maine.

Answer: The answer is (C) </

:
T-SciQ
Rationale: 1. Read the question carefully ... 2. Determine if the word
given is between the two guide words 3. If the word is between the
two guide words ... 4. If the question asks for a word between the
two guide words ... so the answer is "stockade".
Answer: The answer is (B) /

(a)

(b)

Figure 5. Examples of MM-CoT (baseline) and the model trained with T-SciQ (ours) signals for generating rationales and
predicting answers. To solve these examples, commonsense knowledge such as geographic knowledge (a) and multi-step

reasoning (b) are required.

from text-davince-002, outperforms annotated CoT signal
by a significant margin. It indicates that regardless of the
mixture strategy used, LLMs can provide signals with more
useful knowledge from the open world.

Error Analysis. To better understand the model’s behavior
trained using our proposed T-SciQ signals, we analyze six
selected skills shown in Figure 4b. It shows the error analysis
of prediction for six specific skills (A-F), i.e., “Using guide
words”, “Comparing properties of objects”, “Reading a map:
cardinal directions”, “Identifying oceans and continents”,
“How is temperature related to thermal energy?”, and “Iden-
tifying the Thirteen Colonies”, respectively. We can observe
that training with T-SciQ signals can significantly reduce the
number of errors. Examples of skills such as “Identifying
oceans and continents” require multi-step complex reasoning
that T-SciQ teaching signals can teach. On the other hand, ex-
amples of skills such as “Reading a map: cardinal directions”
require common sense and factual knowledge from the open
world, which T-SciQ signals can also provide.

Case Study. The case study compares T-SciQ and
Multimodal-CoT on the ScienceQA benchmark (Figure 5).
Figure 5a shows cases needing geographic knowledge.
Human-annotated CoT may lack open-world information,
while T-SciQ includes it. Figure 5b shows a multi-step rea-
soning case without image input. Multimodal-CoT errors
while our model decomposes and answers correctly. These
highlight that T-SciQ is well-suited to handle problems that
require open knowledge and decomposition.

Comparison on Other NLP Reasoning Datasets. To ver-
ify the versatility of our teaching approach, we additionally
assess our approach on six reasoning tasks, following Reason-
Teacher (Ho, Schmid, and Yun 2022): arithmetic (Aqua (Ling
et al. 2017)), symbolic (Coin Flip (Wei et al. 2022b)), com-

Aqua Date Shuffled Coin CS Strategy
Objects Flip QA QA

24.02 60.36 6444 98.67 56.76 55.02
74.80 89.29 70.28 98.67 70.76 76.74

Method ‘

Reason-Teacher
T-SciQ

Table 4. Accuracy (%) on other six reasoning datasets.

monsense (CommonSenseQA (CSQA) (Talmor et al. 2018),
StrategyQA (Geva et al. 2021)) reasoning, and logic (Date
Understanding, Tracking Shuffled Objects) (Geva et al. 2021).
In Table 4, we compare T-SciQ to diverse reasoning teaching
signals introduced by Reason-Teacher. The results show that
our T-SciQ surpasses Reason-Teacher by a large margin in 5
out of 6 datasets. It performs equally well in the remaining
dataset, Coin Flip. These results indicate that higher-quality
teaching signals of planning and reasoning can lead to a
remarkable improvement in small student models across dif-
ferent scenarios.

Conclusion

This paper introduces a new approach named T-SciQ that
utilizes large language models’ chain-of-thought (CoT) rea-
soning capabilities to teach small multimodal models for
complex science question answering tasks. Our zero-shot
prompting method generates QA-CoT samples as teaching
data. We also present a 3-step zero-shot prompting approach
using plan-based CoT for highly complex problems. Fur-
thermore, our data mixture strategy combines CoT and plan-
based CoT to create a new T-SciQ teaching dataset. Our
method overcomes the limitations of human-annotated CoT,
providing a promising approach for complex science question
answering. Future work includes exploring extensive LLMs
and parameter-efficient fine-tuning with LLM teachers.
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