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Abstract
Electronic health records (EHRs) have become the founda-
tion of machine learning applications in healthcare, while
the utility of real patient records is often limited by pri-
vacy and security concerns. Synthetic EHR generation pro-
vides an additional perspective to compensate for this limi-
tation. Most existing methods synthesize new records based
on real EHR data, without consideration of different types of
events in EHR data, which cannot control the event combi-
nations in line with medical common sense. In this paper, we
propose MSIC, a Multi-visit health Status Inference model
for Collaborative EHR synthesis to address these limitations.
First, we formulate the synthetic EHR generation process as
a probabilistic graphical model and tightly connect different
types of events by modeling the latent health states. Then,
we derive a health state inference method tailored for the
multi-visit scenario to effectively utilize previous records to
synthesize current and future records. Furthermore, we pro-
pose to generate medical reports to add textual descriptions
for each medical event, providing broader applications for
synthesized EHR data. For generating different paragraphs
in each visit, we incorporate a multi-generator deliberation
framework to collaborate the message passing of multiple
generators and employ a two-phase decoding strategy to gen-
erate high-quality reports. Our extensive experiments on the
widely used benchmarks, MIMIC-III and MIMIC-IV, demon-
strate that MSIC advances state-of-the-art results on the qual-
ity of synthetic data while maintaining low privacy risks.

Introduction
Electronic health records (EHRs) have received extensive at-
tention in research and applications in the AI-empowered
healthcare field. Mainstream healthcare-related tasks such as
medical named entity recognition (Gligic et al. 2020; Gorin-
ski et al. 2019; Quimbaya et al. 2016) and drug recommen-
dation (Sun et al. 2022; Yang et al. 2021; Shang et al. 2019)
can be carried out based on EHR datasets. However, EHR
data sharing is generally limited by privacy/policy regula-
tions, resulting in real records being insufficient for require-
ments (Neamatullah et al. 2008; El Emam et al. 2011; Ben-
itez and Malin 2010; El Emam, Rodgers, and Malin 2015).
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Symptoms

Old myocardial infarction, 
Chronic ischemic,

… 

Diagnoses

Heart pain,
Fatigue, 

… 

Carvedilol, 
Aspirin,

Acetaminophen,
…

Medications

Chief complaint

This is a patient with ischemic 
cardiomyopathy. He noticed 
progressive fatigue and lack of 
energy …

Worsening fatigue and heart pain 
for a long time…

1) Carvedilol 12.5 mg: Take two 
tablets twice a day. 
2) Aspirin 81 mg: Take one 
delayed-release tablet once daily 
…

Present illness

Prescription

Figure 1: An example of a single-visit EHR data.

Therefore, synthetic EHR generation is a safer alternative
for privacy protection (Cui et al. 2020; Zhang et al. 2021).
With the promising development of deep generative mod-
els (Xu, Li, and Zhou 2015; Salakhutdinov 2015), generative
adversarial networks (GANs) and variational autoencoders
(VAEs) are widely used for synthetic EHR generation (Li
et al. 2021; Rashidian et al. 2020; Yan et al. 2020). These
methods learn from the real EHR data to synthesize a se-
ries of new records. However, longitudinal EHR data has a
patient-visit-event hierarchical structure: (1) each patient has
sequential records for multiple visits; (2) each patient visit
contains various types of medical events including symp-
toms, diagnoses, and medications. Previous EHR synthesis
methods usually fail to model the logical associations be-
tween different types of events. Instead, they generate symp-
toms, diagnoses, and medications symmetrically, which can-
not ensure that their combination conforms to medical com-
mon sense, affecting the quality and reliability of synthe-
sized data. For multi-visit synthetic scenarios, how to use
previous records to accurately generate current events is also
a key challenge for this task. Furthermore, original EHR
synthesis methods only focus on generating discrete labels
for each medical event, and this limited medical information
directly affects their application scope.
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To this end, we propose a Multi-visit health Status
Inference model for Collaborative EHR synthesis (MSIC)
to address these limitations. First, we formulate the synthetic
EHR generation process as a probabilistic graphical model
to capture the correlations between different types of medi-
cal events. To better model the generation process, we define
a latent health state variable for each patient as a key connec-
tion with different events. Specifically, we treat symptoms
and diagnoses as the patient’s inherent factors, which deter-
mine the distribution of the patient’s health state. Then, by
inferring the health state, we can obtain appropriate med-
ications for the patient, and generate symptoms and diag-
noses in the next visit. Second, we generalize the graphi-
cal model to the multi-visit scenario by linking the connec-
tions between events with the same type. Correspondingly,
we link the health states for each patient to make it contin-
uously evolve across multiple visits. Thus, we can generate
the current synthetic record based on the patient’s previous
records and enable sequential synthesis.

Traditional EHR synthesis generates limited medical
event labels, restricting task coverage. We then propose to
generate medical reports to expand the application scenarios
to serve the tasks that labels cannot support, like symptom
extraction (Sondhi et al. 2012), diagnosis prediction (Franz,
Shrestha, and Paudel 2020), and clinical outcome predic-
tion (Naik et al. 2022). An example of a single-visit EHR
data is shown in Figure 1, with three types of medical events
on the left and the corresponding medical report paragraphs
detailing the events on the right. The patient’s health state
acts as also a conditional signal to control the report gen-
eration process. We develop a new multi-generator delib-
eration framework with two-phase decoding to collaborate
the paragraph generation among multiple generators. In the
draft phase, we sequentially draft three paragraphs through
forward message passing. In the polish phase, we use the
paragraphs drafted by each generator as deliberation feed-
back to refine the other two paragraphs.

We conduct extensive experiments on two benchmark
datasets, MIMIC-III and MIMIC-IV, to evaluate the qual-
ity and privacy of synthetic EHR data. Experimental re-
sults demonstrate that our MSIC outperforms state-of-the-
art baselines on both medical event synthesis and report gen-
eration. Meanwhile, evaluation results of membership and
attribute inference attacks show that MSIC can also main-
tain low privacy risks for safer synthesis.

Our technical contributions are summarized as follows:
• We construct a probabilistic graphical model to formulate
the synthetic EHR generation process. We introduce a latent
health state variable for each patient to connect the logical
associations between various types of medical events.
• We derive a new sequential health state inference method
to better leverage a patient’s previous visits to synthesize
current and future EHR data more coherently.
• We propose to generate medical reports to detail each med-
ical event using textual descriptions, providing broader ap-
plications for synthetic data. We develop a multi-generator
deliberation framework and a two-phase decoding strategy
to improve the collaboration of multi-paragraph generation.

Related Work
Synthetic EHR Generation
Deep generative models have advanced promising perfor-
mance on synthetic EHR generation. GAN-style models are
also widely applied in this field. MedGAN combined an
autoencoder and GAN to generate high-dimensional med-
ical codes (Choi et al. 2017). MedGAN was improved into
two more effective variants, MedWGAN and MedBGAN,
to achieve comparable performance on distribution statis-
tics (Baowaly et al. 2019). LongGAN combined RNN and
Wasserstein GAN Gradient Penalty to generate time-series
data (Sun et al. 2021). However, GAN-style methods have
several drawbacks such as training instability and mode col-
lapse (Durall Lopez et al. 2021; Zhang, Li, and Yu 2018).
EVA used a variational autoencoder modeling longitudinal
patterns across visits to produce records (Biswal et al. 2021).
Language models can also be used in generating synthetic
EHR data. PromptEHR uses prompt learning for conditional
generation of synthetic data (Wang and Sun 2022). Differ-
ent from previous methods, we model the logical associa-
tions between various types of medical events with multi-
visit health state inference.

Medical Language Modeling and Generation
Language models have been widely used in the clinical and
medical fields (Wang et al. 2021). BioBERT pre-trained
BERT with biomedical corpora for natural language under-
standing tasks (Lee et al. 2020). ClinicalBERT (Alsentzer
et al. 2019) and BlueBERT (Peng, Chen, and Lu 2020) are
also BERT-based models with more corpora. GENRE (De
Cao et al. 2021) and BARTNER (Yan et al. 2021) are all
auto-regressive models for named entity recognition and en-
tity linking tasks. BioBART is pre-trained on biomedical lit-
erature and can be used for downstream generation tasks
including medical dialogue and summarization (Yuan et al.
2022). We employ BioBART as the backbone of medical re-
port generation and further collaborate with multiple gener-
ators to enhance message passing between them, improving
the quality of generated reports.

Preliminary
Problem Formulation
An EHR dataset containing N patients can be denoted
as X = {x(1),x(2), · · · ,x(N)}. The j-th patient can be
characterized by a sequence of multiple visits: x(j) =

[x
(j)
1 ,x

(j)
2 , · · · ,x(j)

Tj
], where Tj is the total number of vis-

its of patient j. Within each visit, the record encompasses
various medical event types. Specifically, the t-th visit of
patient j can be represented as x

(j)
t = (s

(j)
t ,d

(j)
t ,m

(j)
t ),

where s
(j)
t ∈ [0, 1]|S|, d(j)

t ∈ [0, 1]|D|, and m
(j)
t ∈ [0, 1]|M|

are binary labels of symptoms, diagnoses and medications,
respectively. Here, S , D, and M indicates the overall symp-
tom, diagnosis, and medication sets, and | · | indicates the
cardinality of a given set.

The objective of synthetic EHR generation can be divided
into two primary processes. First, we aim to synthesize new
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Figure 2: The graphical representation of synthetic EHR
generation. Shaded circles represent latent variables.

accurate records from existing partial records. In one case,
cross-type synthesis needs to generate other types of events
based on observed event types (e.g., generate m

(j)
t given

s
(j)
t and d

(j)
t ). In another case, longitudinal synthesis needs

to generate the next visit x(j)
t+1 based on the existing vis-

its (x
(j)
1 , · · · ,x(j)

t ). Second, beyond synthesizing discrete
event labels, we introduce a supplementary task, namely
medical report generation, to improve the informativeness
of synthetic data. Consistent with the event labels x

(j)
t , the

medical report y(j)
t consists of three paragraphs: (1) chief

complaint y(j)
st describes the patient’s self-reported symp-

toms, corresponding to s
(j)
t ; (2) present illness y(j)

dt
specifies

the current detailed diagnosis of the patient, corresponding
to d

(j)
t ; and (3) prescription y

(j)
mt details the recommended

medications for the patient, corresponding to m
(j)
t .

Graphical Model for Synthetic EHR Generation
Previous synthetic EHR generation methods overlook the
unique roles of different medical events and treat them as
symmetrical modeling positions (Biswal et al. 2021; Choi
et al. 2017). To overcome this limitation, we consider the
formation logic of real-world EHR data and design a prob-
abilistic graphical model to capture the generative process,
displayed in Figure 2. Note that we will omit the superscript
j referring to a specific patient for simplification. The pro-
cess begins with establishing the diagnoses dt from observed
symptoms st. Since st and dt are inherent factors related to
the patient’s health condition, we derive a health state vari-
able ht as a crucial conditional signal in generating these
events. The medications mt can be determined by inferring
ht in conjunction with st and dt to simulate the real-world
prescription process. Additionally, the current ht also di-
rectly influences symptoms st+1 and diagnoses dt+1 in the
next visit. To enable longitudinal synthesis across visits, we
expand the graphical model to accommodate multi-visit sce-
narios. We model the correlations exhibited by these events
by adding critical links in the graphical model. Figure 2
illustrates the cross-type relation paths with black arrows,
which are mainly centered around the health state to depict
the interplay between symptoms, diagnoses, and medica-
tions. The gray arrows represent longitudinal relation paths
demonstrating the dependencies between consecutive visits,
enriching the temporal dynamics modeling in synthesizing
EHR data.

Our Method
Sequential Health State Inference
Following the formation logic of EHR data, we propose a
new variational Bayesian generative model to formulate the
generative process. The latent health state ht is inferred and
evolved over multiple visits and used for a conditional sig-
nal for both medical event synthesis and report generation.
During the t-th visit, the observed factors st and dt play a
crucial role in deriving ht since they directly reflect the dis-
tribution of the patient’s health condition. Meanwhile, the
patient’s health state progresses sequentially across multiple
visits, necessitating consideration of the impact of the pre-
vious health state ht−1 on the distribution of ht. Therefore,
how to accurately formulate the distribution of ht is crucial
for both cross-type and longitudinal EHR synthesis. To in-
fer the health state ht, we integrate the effects of both cur-
rent patient inherent factors (st, dt) and previous health state
ht−1, and derive its prior distribution P (ht|ht−1, st, dt) pa-
rameterized by a prior network Pθ. Then ht can be drawn
based on the prior for generating current medications mt. To
refine the inference process, we introduce the ground-truth
medications mt as an additional auxiliary condition and use
the posterior distribution P (ht|ht−1, st, dt,mt) to estimate
ht. We approximate the posterior using an inference network
Pϕ due to complex expectation manipulations of the exact
posterior. Overall, we derive the inferred health state ht from
the inference network Pϕ in the training stage, or obtain ht

from the prior network Pθ in the testing stage. To optimize
both Pθ and Pϕ, we derive the variational evidence lower
bound (ELBO), as detailed in the following subsections.

Synthetic EHR Generation
Based on the inferred health state ht, it serves as a con-
ditional signal to generate synthetic EHR data. We divide
synthetic EHR generation into the following two steps: (1)
multi-visit synthesis for medical events labels and (2) multi-
generator deliberation for medical report generation.

Multi-visit synthesis for medical events. Given the pre-
vious records xt−1 and the current patient intrinsic factors
(st, dt), we can perform cross-type synthesis for current
medications by estimating P (mt|xt−1, st, dt), the probabil-
ity of observing each mt in xt. Figure 2 indicates that we
need to use the previous health state ht−1 as a key condi-
tion of inferring the current ht. Then, we can use the derived
ht−1 to generate mt. From the perspective of ELBO, we can
approximate the health state distributions and derive the fol-
lowing probability estimation:

log P̂ (mt|xt91, st, dt))

= EPϕ(ht91)

[
logEPθ(ht)P (mt|mt91, ht, st, dt)

]
≥ EPϕ(ht91)

[
EPϕ(ht) log gm(mt)− KL(Pϕ(ht)||Pθ(ht))

]
, (1)

where E indicates the expectation operation, gm is the
medication decoder for generating mt, and KL denotes the
Kullback-Leibler divergence. Pϕ(ht) and Pθ(ht) are the ab-
breviations of prior and inference networks, omitting condi-
tionals for simplification. The first term is to reconstruct mt

from the distribution P (mt|mt−1, ht, st, dt), and the second
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Figure 3: The model overview of MSIC with three modules: (a) health state inference module; (b) medical event synthesis
module; (c) medical report generation module.

KL term is to shrink the distance between Pϕ(ht) to Pθ(ht).
Similar to the synthesis of medications mt, ht can also be
used for cross-type synthesis on the symptoms st+1 and di-
agnoses dt+1 in the next visit. Given the current record xt

along with inferred ht, we can derive the estimated proba-
bilities as:

log P̂ (st+1|xt))

= EPϕ(ht91)

[
logEPθ(ht)P (st+1|st, ht)

]
≥ EPϕ(ht91)

[
EPϕ(ht) log gs(st+1)− KL(Pϕ(ht)||Pθ(ht))

]
, (2)

log P̂ (dt+1|xt, st+1))

= EPϕ(ht91)

[
logEPθ(ht)P (dt+1|dt, ht, st+1)

]
≥ EPϕ(ht91)

[
EPϕ(ht) log gd(dt+1)− KL(Pϕ(ht)||Pθ(ht))

]
. (3)

where gs and gd are symptom and diagnosis decoders for
generating st+1 and dt+1, respectively. Therefore, we can
synthesize all types of medical events given the existing par-
tial records. Building upon the above cross-type synthesis,
we can extend our method to make longitudinal synthesis
for the next visit xt+1 based on the current record xt. To
achieve this, we intuitively decompose the process of xt+1
into separate sequential synthesis of st+1, dt+1, and mt+1.
Based on Equations (1)-(3) The joint probability can be de-
composed and rearranged as:

log P̂ (xt+1|xt)

= log
[
P̂ (st+1|xt)) · P̂ (dt+1|xt, st+1)) · P̂ (mt+1|xt, st+1, dt+1))

]
≥ EPϕ(ht91)

[
EPϕ(ht)

log[gs(st+1)gd(dt+1)] 9 KL(Pϕ(ht)||Pθ(ht))
]

+ EPϕ(ht)

[
EPϕ(ht+1) log gm(mt+1) 9 KL(Pϕ(ht+1)||Pθ(ht+1))

]
(4)

The sum of two items in the reconstruction indicates that the
synthesis of xt+1 involves two steps: (1) draw ht to gener-
ate st+1 and dt+1; and (2) estimate Pθ(ht+1) and Pϕ(ht+1)

based on previously drawn ht, which can be used to derive
ht+1 and generate mt+1.

Multi-generator deliberation for report generation. We
further generate a medical report yt in each visit t based on
the medical events xt, so that the paragraphs of yt corre-
spond to different types of events to enhance the informa-
tiveness of synthetic EHR data. The health state ht is also
treated as the conditional signal for report generation. In or-
der to ensure flexible collaboration between the generation
of chief complaint yst , present illness ydt and prescription
ymt

, we employ three generators, each responsible for pro-
ducing a specific paragraph of yt. As these three paragraphs
are interdependent, we initially generate yst , ydt , and ymt

sequentially based on ht and xt. The generative process of
yt can be formulated as :

logP (yt|xt)

= EPϕ(ht91)

[
log EPϕ(ht)

(
g
∗
s (ht, st)g

∗
d(ht, st, dt)g

∗
m(ht, st, dt,mt)

)]
≥ EPϕ(ht91)

[
EPϕ(ht)

log[g
∗
s (ht, st)g

∗
d(ht, st, dt)g

∗
m(ht, st, dt,mt)]

− KL(Pϕ(ht)||Pθ(ht))
]
, (5)

where g∗s , g∗d , and g∗m are the symptom, diagnosis, and
medication report generators, respectively. Our focus lies in
enhancing the collaboration between distinct paragraphs to
improve overall generation quality. Consequently, we intro-
duce a multi-generator deliberation framework to facilitate
paragraph generation collaboration among multiple genera-
tors via message passing and deliberation polish. As shown
in Figure 3(c), we assume that report generation consists of
a draft phase and a polish phase. In the draft phase, multiple
generators share the same patient’s health state ht as the con-
trol signal. Additionally, medical events can serve as con-
straints for generating corresponding paragraphs, thereby
improving the alignment between events and reports. There-
fore, we can obtain three draft paragraphs ỹst , ỹdt

, and

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

19047



ỹmt . To further enhance message passing and collaboration
within our multi-generator framework, we draw inspiration
from the deliberation networks (Xia et al. 2017; Li et al.
2019) and design a refining mechanism in the polish phase
to revise the drafts. Specifically, we encode the draft ỹmt

and use the encoded draft eỹmt
as feedback input for the

symptom generator and diagnosis generator. Similarly, for
the other two drafts, each is passed as feedback to two other
generators different from itself. By incorporating draft feed-
back, the framework promotes iterative refinement and col-
laboration among the generators, leading to the generation
of refined paragraphs ŷst , ŷdt , and ŷmt .

Model Implementation
We will detail the implementation of our method in this sub-
section. The model overview of MSIC is illustrated in Fig-
ure 3, including health state inference, medical event synthe-
sis, and medical report generation.

Health state inference module. We employ three sepa-
rate encoders to encode the input medical events. At the t-th
visit, taking the symptoms st = (st1 , · · · , st|st|) as an ex-
ample, each symptom item is first encoded through an em-
bedding layer. Then, a transformer encoder is used to further
process |st| embeddings and integrate them into a symptom
representation est . To better model the previous events, we
use an attention mechanism gattn to update est into ẽst . Sim-
ilarly, the diagnosis and medication encoder can be used to
encode corresponding representations edt

and emt
. Follow-

ing the structure of our graphical model, We combine the
previously derived ẽst to get the updated representation ẽdt

using two multi-layer perceptions (MLPs) gd and gm. Simi-
larly, ẽmt

can be obtained based on ẽst and ẽdt
. The encod-

ing process can be formulated as:
ẽst = gattn(es1 , · · · , est),
ẽdt

= gd(gattn(ed1
, · · · , edt

)⊕ ẽst),

ẽmt = gm(gattn(em1 , · · · , emt)⊕ ẽst ⊕ ẽdt), (6)
where ⊕ is the concatenation operation. The next critical in-
volves modeling the mapping from these encoded represen-
tations to the variational parameters for the latent health state
ht. To perform sequential health state inference, we estimate
the prior and posterior distributions of ht using the prior net-
work Pθ and the inference network Pϕ, respectively. For the
prior network, we first incorporate the input representations
ẽst and ẽdt

to infer the distribution Pθ(ht) ∼ N (µθt ,Σθt).
The prior variables µθt and log Σθt are then estimated via
two fully connected layers gµθt

and gΣθt
. For the posterior

network, the input representations include an additional ẽmt

to infer Pϕ(ht) ∼ N (µϕt
,Σϕt

), and posterior variables µϕt

and Σϕt are similarly estimated via gµϕt
and gΣϕt

. Thus, the
prior and inference networks can be specified as:

µθt = gµθt
(ẽst ⊕ ẽdt), µϕt = gµϕt

(ẽst ⊕ ẽdt ⊕ ẽmt), (7)

Σθt = gΣθt
(ẽst ⊕ ẽdt), Σϕt = gΣϕt

(ẽst ⊕ ẽdt ⊕ ẽmt). (8)

With the re-parameterization trick, we can draw a latent
variable zt from Pθ(ht) or Pϕ(ht). To model the impact of
previous health state ht−1 on ht, we further refine zt with an
attention mechanism fattn to derive the final health state:

ht = fattn(z1, · · · , zt−1, zt) (9)

Medical event synthesis module. To make cross-type and
longitudinal synthesis for different medical events, we use
three separate decoders to generate symptoms, diagnoses,
and medications, respectively. Based on the inferred health
state ht, we can generate the current mt as well as dt+1 and
st+1 for the next visit. Specifically, we use three MLPs fθs ,
fθd and fθm with a sigmoid function σ(·) to predict the prob-
abilities of each item in these events. Finally, the predicted
probabilities m̂t, ŝt+1, d̂t+1 can be derived as:

m̂t = σ(fθm(ht ⊕ ẽst ⊕ ẽdt)), (10)
ŝt+1 = σ(fθs(ht)), (11)

d̂t+1 = σ(fθd(ht ⊕ ẽst+1)). (12)

Medical report generation module. Following the recent
progress on medical text generation (Yuan et al. 2022), we
adopt BioBART as the backbone of our generators to gen-
erate various paragraphs of the report yt based on xt and
ht. We treat the health state ht the learned representations
of xt as continuous prompts and input them into the BART
encoder, and then use the BART decoder to generate cor-
responding report paragraphs. Following the Fixed-Prompt
LM-Tuning strategy (Gao, Fisch, and Chen 2021; Logan IV
et al. 2022), we only unfreeze the BART decoder parameters
to optimize the generation performance. More importantly,
we consider enhancing message passing among the para-
graphs by two-phase decoding using a multi-generator delib-
eration framework. In the draft phase, we sequentially gener-
ate three paragraphs yst , ydt

and ymt
conditioned on ht and

the corresponding event representations. Then, we re-feed
these drafts into the BART encoder to obtain its paragraph-
level representations eyst

, eydt
and eymt

. Thus, during the
polish phase, we can leverage the feedback information from
subsequent generators to refine the generation performance
of previous generators. For instance, eydt

and eymt
are used

as new continuous prompts to generate a new paragraph ỹst .
Similarly, for the other two drafts, each of them is passed as
feedback to refine the other two paragraphs.

Model Learning
We optimize the model parameters by applying a neural vari-
ational inference algorithm. For a specific patient j at visit t,
we can compute the reconstructed probabilities for each type
of events ŝ

(j)
t , d̂(j)

t , and m̂
(j)
t based on the medical event

synthesis module. We denote L(j)
st , L(j)

dt
, and L(j)

mt as the bi-
nary cross-entropy between generated events and ground-
truth events. Next, we can reconstruct the report ŷ(j)

t based
on the medical report generation module. We denote L(j)

yst
,

L(j)
ydt

, and L(j)
ymt

as the language modeling loss between gen-
erated and ground-truth paragraphs. Then the overall train-
ing loss L can be given by:

L(j)
xt

= λsL(j)
st + λdL(j)

dt
+ λmL(j)

mt
, (13)

L(j)
yt = λysL

(j)
yst

+ λydL
(j)
ydt

+ λymL(j)
ymt

, (14)

L(j)
t = L(j)

xt
+ L(j)

yt + λklKL(Pϕ(ht)||Pθ(ht)), (15)

L =

N∑
j=1

Tj∑
t=1

L(j)
t , (16)
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Dataset MIMIC-III MIMIC-IV

Method Unigram Bigram Seq Bigram DimWise Unigram Bigram Seq Bigram DimWise

LSTM+MLP -0.441 -2.880 -3.222 0.448 0.316 -0.789 -1.061 0.642
MedGAN 0.115 -2.214 -2.211 0.804 0.537 -0.436 -0.178 0.801
MedBGAN -0.488 -5.909 -6.001 0.859 0.450 -0.374 -0.202 0.838
MedWGAN 0.742 0.386 0.425 0.813 0.771 0.587 0.581 0.857
EVA 0.077 -5.104 -2.644 0.739 0.532 -1.390 -0.502 0.785
MTGAN 0.804 0.608 0.597 0.869 0.790 0.569 0.591 0.875
PromptEHR 0.795 0.616 0.603 0.921 0.775 0.600 0.588 0.855

MSIC w/o ht 0.605 0.169 -0.015 0.872 0.529 0.115 0.001 0.860
MSIC w/o MV 0.820 0.641 0.552 0.897 0.826 0.670 0.643 0.887
MSIC 0.846 0.701 0.645 0.972 0.838 0.684 0.648 0.956

Table 1: Medical event synthesis results of unigram, same record & sequential visit bigram probabilities, and dim-wise fidelity.

where λ∗ are hyper-parameters for the weights of each
item. The reconstruction term attempts to bring synthetic
data close to real data and the KL term aims to close the
distance between the posterior and prior of the health state.

Experiments
Experimental Setup
Datasets. We use real-world EHR data from publicly
available datasets MIMIC-III (Johnson et al. 2016) and
MIMIC-IV (Johnson et al. 2020). Following the data pro-
cessing in (Sun et al. 2022), we can directly obtain the diag-
nosis and medication codes as their labels, and extract symp-
toms from the clinical notes. We collect the three most im-
portant paragraphs of chief complaint, present illness and
prescription from the discharge summary, and desensitize
the patient information to construct gold medical reports. 1

Baselines. We compare MSIC to mainstream synthetic
EHR generation methods as baselines. For medical event
synthesis, the baselines include: (1) LSTM+MLP is a
straightforward sequential prediction model to yield event
probabilities across multiple visits; (2) MedGAN (Choi
et al. 2017) is a pioneer in using GAN for synthetic EHR
generation; (3) MedBGAN & MedWGAN (Baowaly et al.
2019) take advantage of Boundary-seeking GAN (Hjelm
et al. 2018) and Wasserstein GAN (Adler and Lunz 2018)
to improve the generation performance; (4) EVA (Biswal
et al. 2021) is a VAE-based model featuring a BiLSTM en-
coder and CNN decoder; (5) MTGAN (Lu et al. 2023) is a
time-series generation model via conditional GAN; and (6)
PromptEHR (Wang and Sun 2022) employs prompt learn-
ing for conditional EHR generation.

Medical report generation is our first proposal and we
select some representative pre-trained language models as
baselines: (1) Transformer (Vaswani et al. 2017), the orig-
inal vanilla architecture for sequence-to-sequence genera-
tion; (2) GPT-2 (Radford et al. 2019) is a decoder-only auto-
regressive language model pre-trained on open domain cor-
pora; (3) BioGPT (Luo et al. 2022) is recently pre-trained

1Our code and data are available at https://github.com/
p1nksnow/MSIC.

on large-scale biomedical literature; (4) BART (Lewis et al.
2020) is an encoder-decoder model pre-trained in the gen-
eral domain; and (5) BioBART (Yuan et al. 2022) adapts
BART to the biomedical domain.

Evaluation metrics. We leverage the following metrics to
measure the reliability of synthetic EHR data. (1) Statisti-
cal similarity2: We count the frequency for each event in
real and synthetic data and compute the coefficient of deter-
mination for the two frequency lists, yielding the Unigram
score. Besides, we consider the co-occurrence frequency of
each event pair in the same visit to compute the Bigram
score, or across two consecutive visits for the Seq Bigram
score. (2) Fidelity: We compute the correlation coefficient
of the dimension-wise distributions of each event in real and
synthetic records as the Dimwise score. For medical report
generation, we use text generation-based metrics including
BLEU (Papineni et al. 2002) and ROUGE (Lin 2004) to
evaluate n-gram overlap between generated and gold reports.

Quality of Synthetic Data
Medical event synthesis. As shown in Table 1, MedGAN
and EVA perform poorly on these metrics, indicating that
original generative models cannot capture sufficient in-
formation from real records. MedBGAN and MedWGAN
slightly improve their performance with new GAN-style
training. MTGAN and PromptEHR can synthesize better
records based on conditional generation patterns. MSIC can
outperform all baselines on both statistical similarity and fi-
delity, indicating that our graphical model can help improve
the quality of synthetic EHR data.

Medical report generation. Table 2 shows that BLEU-
2 (B@2) and ROUGE-L (R@L) of Transformer are lower
than pre-trained models. BioGPT and BioBART, pre-trained
on the biomedical-domain corpora, can generate better re-
ports than GPT-2 and BART pre-trained on the open-domain
datasets. MSIC outperforms the best baseline BioBART
through enhanced message passing among multiple genera-
tors and two-phase decoding in our deliberation framework.

2This metric is adopted by the official function “r2 score” in
“sklearn.metrics”. Lower (even negative) values indicate greater
negative correlations.
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Dataset MIMIC-III MIMIC-IV

Method B@2 R@L B@2 R@L

Transformer 21.63 9.21 16.66 13.99
GPT-2 22.17 13.95 19.96 9.32
BioGPT 27.26 23.03 26.57 22.42
BART 27.00 20.78 19.13 20.49
BioBART 29.80 24.39 28.57 27.22

MSIC w/o ht 31.17 26.56 28.72 26.97
MSIC w/o MV 32.94 27.55 28.96 26.92
MSIC w/o MG 29.51 25.13 26.93 25.28
MSIC 33.23 27.79 29.64 27.41

Table 2: Report generation comparison on MIMIC-III.

5k 10k 15k 20k
# of Synthetic Records

0.20

0.25

0.30

0.35

0.40

0.45

0.50
Real-5k
Real-20k
Real-5k&Syn
Syn

(a) Jaccard.

5k 10k 15k 20k
# of Synthetic Records

0.35

0.40

0.45

0.50

0.55

0.60

0.65
Real-5k
Real-20k
Real-5k&Syn
Syn

(b) F1 score.

Figure 4: Utility of real, synthetic, and hybrid training data.

Ablation study. To verify the effectiveness of the individ-
ual components in MSIC, we compare MSIC with several
model variants for ablation analysis: (1) MSIC w/o ht re-
moves the health state and all paths related to it in Figure 2;
(2) MSIC w/o MV removes the gray arrows in Figure 2
without sequential impact across visits; (3) MSIC w/o MG
removes the message passing between multiple generators
and generates different paragraphs independently. The abla-
tion results in Tables 1 and 2 show that without modeling
the patient’s health state, the performance of MSIC w/o ht

drops a lot, indicating the health state is indeed a key condi-
tional signal for EHR generation. MSIC w/o MV generating
records for a single visit is also inferior to MSIC, suggesting
that multi-visit inference is necessary for coherent records.
MSIC w/o MG performs worst in report generation, showing
the effectiveness of our multi-generator network.

Utility of Synthetic Data
We also measure the utility of synthetic data by comparing
the performance of synthetic, real, and hybrid EHR training
data. Specifically, we first use various sizes of fully synthetic
records for training and compare them with those trained on
5k and 20k fully real records. Next, we create hybrid training
data by combining different proportions of synthetic records
with 5k real records. Figure 4 indicates that the performance
using fully synthetic data lies between real 5k and real 20k.
As the size of the synthetic data increases, it performs bet-
ter than the low-resourced real data, but not as well as real
data of the same size. Furthermore, large-size hybrid data
can break the upper limit of real data, indicating that aug-
menting real data with synthetic data can further improve
the utility of patient records.
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Figure 5: Privacy risk evaluation results on MIMIC-III.

Privacy Risk Evaluation
Membership inference attack. We follow the evaluation
of (Liu et al. 2019) for this analysis, which aims to ascertain
whether real records similar to synthetic records belong to
the training data. We randomly sample 500 records from the
training and test sets respectively, and use the training set to
train each model to synthesize records. For each real record,
Jaccard is used as a distance measure to identify the closest
synthetic record and classify it as either training or test data.
The ideal metric value is random guessing (i.e. 0.5), with
higher scores indicating a greater degree of privacy leakage.
The results in Figure 5(a) show that MSIC enhances the pro-
tection of training data inferred from synthetic data.

Attribute inference attack. We select the most frequently
encountered events as common attributes and the rest as sen-
sitive attributes. We identify the closest synthetic patient to
each one in the training set based on the overlap in common
attributes. Predicted sensitive attributes are identical to those
of the closet synthetic patient, and are evaluated to actual
sensitive attributes using the F1 Score. “Real data attack”
(RDA) serves as an acceptable attribute inference, using real
test records instead of synthetic ones. Figure 5(b) show that
MSIC achieves an F1 score of 0.059, lower than RDA (hori-
zontal line at 0.095). This indicates that MSIC can withstand
this attack without revealing sensitive attributes of real pa-
tient data. Compared to MedGAN and EVA lacking pattern
acquisition from real data, MSIC can capture more sufficient
information with low privacy risks.

Conclusion
In this work, we propose MSIC, a Multi-visit health Status
Inference model for Collaborative EHR synthesis. First, we
construct a graphical model to capture logical associations
among different types of medical events in synthetic EHR
generation. We introduce the latent health state as a key con-
ditional signal for generating different events. Then we ex-
tend the health state inference method to the multi-visit sce-
nario to improve the coherence of generated records within
multiple visits. Furthermore, we propose a new medical
report generation task to provide broader applications for
synthetic data. The multi-generator deliberation framework
and the two-phase decoding strategy enhance collaboration
among different generators, thereby improving the overall
performance of EHR synthesis.
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Logan IV, R.; Balažević, I.; Wallace, E.; Petroni, F.; Singh,
S.; and Riedel, S. 2022. Cutting Down on Prompts and Pa-
rameters: Simple Few-Shot Learning with Language Mod-
els. In Findings of the Association for Computational Lin-
guistics: ACL 2022, 2824–2835.

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

19051



Lu, C.; Reddy, C. K.; Wang, P.; Nie, D.; and Ning, Y. 2023.
Multi-label clinical time-series generation via conditional
gan. IEEE Transactions on Knowledge and Data Engineer-
ing.
Luo, R.; Sun, L.; Xia, Y.; Qin, T.; Zhang, S.; Poon, H.;
and Liu, T.-Y. 2022. BioGPT: generative pre-trained trans-
former for biomedical text generation and mining. Briefings
in Bioinformatics, 23(6).
Naik, A.; Parasa, S.; Feldman, S.; Wang, L.; and Hope, T.
2022. Literature-Augmented Clinical Outcome Prediction.
In Findings of the Association for Computational Linguis-
tics: NAACL 2022, 438–453.
Neamatullah, I.; Douglass, M. M.; Lehman, L.-W. H.; Reis-
ner, A.; Villarroel, M.; Long, W. J.; Szolovits, P.; Moody,
G. B.; Mark, R. G.; and Clifford, G. D. 2008. Automated
de-identification of free-text medical records. BMC medical
informatics and decision making, 8(1): 1–17.
Papineni, K.; Roukos, S.; Ward, T.; and Zhu, W.-J. 2002.
Bleu: a method for automatic evaluation of machine trans-
lation. In Proceedings of the 40th annual meeting of the
Association for Computational Linguistics, 311–318.
Peng, Y.; Chen, Q.; and Lu, Z. 2020. An Empirical Study of
Multi-Task Learning on BERT for Biomedical Text Mining.
BioNLP 2020, 205.
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