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Abstract

Task-oriented dialog systems have witnessed substantial
progress due to conversational pre-training techniques. Yet,
two significant challenges persist. First, most systems primar-
ily utilize the latest turn’s state label for the generator. This
practice overlooks the comprehensive value of state labels in
boosting the model’s understanding for future generations.
Second, an overreliance on generated policy often leads to
error accumulation, resulting in suboptimal responses when
adhering to incorrect actions. To combat these challenges, we
propose turn-level multi-task objectives for the encoder. With
the guidance of essential information from labeled intermedi-
ate states, we establish a more robust representation for both
understanding and generation. For the decoder, we introduce
an action tree-based scheduled sampling technique. Specif-
ically, we model the hierarchical policy as trees and utilize
the similarity between trees to sample negative policy based
on scheduled sampling, hoping the model to generate invari-
ant responses under perturbations. This method simulates po-
tential pitfalls by sampling similar negative policy, bridging
the gap between task-oriented dialog training and inference.
Among methods without continual pre-training, our approach
achieved state-of-the-art (SOTA) performance on the Multi-
WOZ dataset series and was also competitive with pre-trained
SOTA methods.

1 Introduction
The goal of task-oriented dialog (TOD) is to better ac-
complish a user-specific task through multi-turn dialog. As
shown in Figure 1, a typical TOD system consists of four
modules: (1) natural language understanding (NLU) to de-
termine the user intent. (2) dialog state tracking (DST) to
extract the user constraints which will be used to query the
database (DB). (3) policy (POL) to plan for the system’s next
action sequence. (4) natural language generation (NLG) to
generate a fluent and informative response. In recent works,
NLU is usually not handled specifically, but put into DST
module (Takanobu et al. 2020). End-to-end task-oriented di-
alog, which is also the focus of our work, integrates submod-
ules into one model for joint training.

Performance of end-to-end TOD systems has improved
dramatically in recent years thanks to powerful pre-trained
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Figure 1: Illustration of task-oriented dialog system.

language models, especially dialog pre-training. However,
two issues still exist. Firstly, there are some datasets with
intermediate state annotations, which most works simply use
to supervise the generator. While we believe that the annota-
tions are not fully utilized and their essential value for under-
standing is overlooked. Secondly, the sequence-to-sequence
(Seq2Seq) training approach leads to error accumulation, es-
pecially generating unsatisfying responses that are attached
to incorrect actions.

To solve the first problem, we utilize the labels of in-
termediate states to supervise the hidden states output by
encoder, hoping better representations provide useful clues
for the subsequent generation. Inspired by MTTOD (Lee
2021), which utilizes the belief state annotations to construct
a context-span labeling auxiliary task, we leverage more an-
notations to construct more auxiliary tasks (e.g., slot type,
slot change, action type, and response keywords prediction).
Besides, inspired by DialoFlow (Li et al. 2021), we optimize
the turn-level representation instead of token-level since it
reflects higher-level information such as conversational goal
or potential influence before generation of next response.

To solve the second problem, we attempt to use sched-
uled sampling technique (Bengio et al. 2015) to reduce the
inconsistency between training and inference. However, in
TOD system, simply using the token-level scheduled sam-
pling does not actually simulate the errors at inference.
Given a specific token, the likelihood of generating a sub-
sequent token is highly deterministic due to the strong con-
ditional relationships between tokens. This results in a sharp
token-level conditional probability distribution, making it
challenging for a single negative token to be sampled. In-
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stead, there is more uncertainty among action sequences.
Therefore, we propose a method that can directly sample a
negative action sequence similar to the ground truth action at
the training time, called action-tree based scheduled sam-
pling. Specifically, inspired by SPACE (He et al. 2022a), we
model the action sequence as a tree, calculate the similarity
according to the edit distance between action trees, and then
use similarity as the sampling distribution of negative action
sequences. We optimize the likelihood of reference response
under the perturbation of action sequence.

We have conducted comprehensive experiments on Mul-
tiWOZ 2.0/2.1/2.2. Experiments show that our method
TA&AT substantially improves TOD system and achieves
new state-of-the-art results among methods that do
not adopt continual pre-training, pushing the end-
to-end combined score on MultiWOZ 2.0/2.1/2.2 to
109.27/108.03/103.59. Ablation study also verifies the ef-
fectiveness of our proposed method.

In summary, our main contributions are three-fold:
• We explore how to make the most of intermediate anno-

tations in TOD system, through turn-level auxiliary tasks.
• To the best of our knowledge, this is the first attempt to

introduce sequence-level scheduled sampling into TOD.
• Extensive experiments show our method achieves state-

of-the-art performance on MultiWOZ datasets.

2 Related Work
End-to-end task-oriented dialog aims at jointly training sub-
modules and building a text-in, text-out integrated sys-
tem. (Wen et al. 2016) first proposed a trainable neural
network-based framework for end-to-end TOD, using CNN
(Kalchbrenner, Grefenstette, and Blunsom 2014) and LSTM
(Hochreiter and Schmidhuber 1997) in different modules.
(Lei et al. 2018; Zhang et al. 2020; Zhang, Ou, and Yu 2020)
proposed their methods mainly based on CopyNet (Gu et al.
2016) in seq2seq training and elaborate design of decoder.

Due to the blooming of pre-trained language models
(PLMs), recent approaches employ PLM as their backbone
such as GPT (Radford et al. 2018), T5 (Raffel et al. 2020)
and UniLM (Dong et al. 2019). (Kulhánek et al. 2021;
Peng et al. 2021; Yang, Li, and Quan 2021; Hosseini-Asl
et al. 2020) applied GPT-2 model for different modules,
training in turn-level or session-level. Since there are not
only generation tasks but also language understanding tasks
in TOD, encoder-decoder framework fits better. There are
many works that use T5 as a base model and promote end-to-
end performance from their own perspectives. Among them,
(Su et al. 2021; Lee 2021; Bang, Lee, and Koo 2023) utilize
multi-task learning, (Sun et al. 2023) leverages contrastive
learning to model the relationship between dialog context
and belief/action state representations. There are also works
based on parameter-shared encoder-decoder UniLM, (He
et al. 2022b,a) continually pre-train their proposed semi-
supervised or self-supervised learning tasks on UniLM and
then adapt to downstream tasks through finetuning, which
achieves current state-of-the-art.

To mitigate error accumulation in end-to-end TOD,
(Zhang, Ou, and Yu 2020) takes different valid dialog poli-

cies into consideration to learn a balanced action distribu-
tion, guiding the dialog model to generate diverse responses.
(Sun et al. 2022) introduced a back and denoising recon-
struction approach and (He et al. 2022b) employed consis-
tency regularization to refine the learned representation. Dif-
ferent from above works, we attempted to apply scheduled
sampling, which is proposed in sequence generation task
(Bengio et al. 2015) and improved in neural machine trans-
lation (Zhang et al. 2019).

3 Model Framework
In this section, we will introduce our model framework. As
described in Section 1, end-to-end task-oriented dialog gen-
eration is usually modeled as a cascading generation prob-
lem. In each turn, the system receives the user’s input, which
will be concatenated with the context information in the
memory block. Then the belief states should be generated,
which is a hierarchical semantic state reflecting the con-
straints of user requests. The belief states are used to query
the database, whose matching results will be used together
with the context information to determine a policy. Policy
is a hierarchical action sequence, guiding the process of re-
sponse generation. In general, belief states contain (domain,
slot, value) and policy contains (domain, action, slot), both
of which are three-level structures.

There are several choices for the base model framework,
like decoder-only GPT (Yang, Li, and Quan 2021; Peng
et al. 2021), encoder-decoder T5 (Su et al. 2021; Bang, Lee,
and Koo 2023), UniLM-based models (He et al. 2022b,a),
encoder-2decoders based models (Lee 2021; Cholakov and
Kolev 2022). Considering that the belief generation depends
more on understanding and summarization ability, while the
policy and response generation relies more on generative
ability to maintain contextual coherence. We believe that
they belong to different semantic subspace, and in our ex-
periments UniLM requires time-consuming pre-training to
show good performance, which is also verified in (He et al.
2022b). We finally adopt the framework proposed in (Lee
2021), containing one shared encoder and two different de-
coders, as shown in Figure 2.

3.1 Definitions
Here we introduce the symbols involved according to the in-
put stream. In the t-th turn of a dialog, Ut represents the
user input utterance. Bt is the belief state, which in the
Figure 2 is {restaurant:{pricerange:expensive, area:centre,
food:Chinese}}. DBt represents the database result, re-
flecting the matching number of entities satisfying the be-
lief states. At represents the action sequence, which in
the Figure 2 is {restaurant:{inform:[address,name], offer-
book:[]}}. Rt represents the system response. The con-
text information It = (Ut, Bt, DBt, At, Rt) will be gath-
ered in the memory block. Note that inspired by (Yang, Li,
and Quan 2021), we concatenate all the history information,
where Ct = Concat(I0, ...It−1).

3.2 Objectives
In the end-to-end task-oriented dialog framework, the con-
text information in memory module and current user utter-
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𝑪𝒕: Can you tell me about any expensive restaurants in the centre? [restaurant] pricerange 
expensive area centre [db_3] [restaurant] [inform] price choice area [request] food We have 
[value_choice] [value_pricerange] restaurants in the [value_area], do you have a specific 
cuisine in mind?
𝑼𝒕: Yes, I would prefer Chinese please.
𝑩𝒕: [restaurant] pricerange expensive area centre food Chinese
𝑫𝑩𝒕: [db_3]
𝑨𝒕: [restaurant] [inform] address name [offerbook]
𝑹𝒕: I have the [value_name] located at [value_address]. Would you like to make reservations?

Figure 2: Illustration of our task-oriented dialog system
framework. For simplicity, we show an example dialog in
the scenario of a user ordering a restaurant, t = 1 (starts
from 0). The memory module will keep track of the new
generated belief states, db states, acts, and responses.

ance will be input to a shared transformer encoder to get the
hidden states Ht. Then Ht is first input to the belief decoder
to generate belief states. The generated belief states Bt will
be used to query the database, returning DBt. Finally, Ht

and DBt are input together to the Action-Response Decoder
to autoregressively generate the action At and response Rt.

Ht = Encoder([Ct, Ut])

Bt = Decoderb(Ht)

At, Rt = Decoderar(Ht, DBt)

(1)

Both decoders and the encoder are optimized with cross
entropy loss supervised by the teacher-forcing ground truth
belief states, action, and response.

LB = − logP (B̂t|Ht)

LAR = − logP (Ât, R̂t|Ht, DBt)

L = LB + LAR

4 Methodology
In this section, we elaborate on our proposed method. In or-
der to relieve the problem of insufficient utilization of labels
we described in Section 1, we propose four turn-level auxil-
iary tasks to enhance the understanding ability of encoder,
providing some inherent clues for subsequent generation;
To alleviate the problem of sequence-level error accumu-
lation, we propose action-tree based scheduled sampling,
making response generation more robust. We will first de-
scribe the auxiliary tasks, then describe the action-tree based
scheduled sampling approach, and discuss the training and
inference process at last. Our proposed method is shown in
Figure 3.

4.1 Turn-Level Auxiliary Tasks
There are many annotations other than ground truth re-
sponses, which can be used to strengthen the understand-
ing of the encoder. Inspired by MTTOD (Lee 2021), which
leverages the annotations of belief states to introduce a sim-
ple span prediction task for task-oriented dialog enhance-
ment, we propose to leverage more types of annotations and
introduce additional auxiliary tasks. Besides, as stated in Di-
aloFlow (Li et al. 2021), the turn-level representations re-
flect higher-level information such as the conversational goal
or potential influence before generation of next responses.
Based on the above two points, we supervise turn-level rep-
resentation learning by using high-level supervision signals
from different types of annotations (e.g., belief states, ac-
tions, responses). We hope that these turn-level represen-
tations can better provide clues for subsequent generation.
Four below auxiliary tasks are proposed, and each corre-
sponding true label set in the example of Figure 2 is given
behind. For simplicity, domain labels are ignored.
• Slot type: [pricerange, area, food]
• Slot transition: {pricerange:keep, area:keep, food:new}
• Action type: [inform, offerbook]
• Response keywords: ([value name],[value address])

Now we describe these four tasks in detail.

Turn representation Both our model encoder and two
decoders are initialized using T5’s corresponding modules,
which is not the focus of this paper, so the introduction of
T5’s model structure is ignored. According to Equation 1,
Ht is the encoder output hidden states, we use the end posi-
tion of each turn to select the turn-level representations from
turn-0 to turn-(t− 1), denoted as Tt.

P end
t = [pos0, pos1, ..., post−1] ∈ Nt

Tt = IndexSelect(Ht, P
end
t ) ∈ Rd×t

Slot Type Prediction Determining which slots are men-
tioned in a user’s utterance can help to generate belief
states since it narrows the scope of slot-value pairs, and
such discriminative task is better suited to the capabilities
of the encoder. There are some turns associated with mul-
tiple types of slots mentioned. Following GALAXY (He
et al. 2022b), we model the slot type prediction task as a
multi-label classification problem. In Equation 2, we denote
ST = (st1, st2, ..., stN ), where N is the total number of slot
types. A multi-dimensional Bernoulli distribution is used for
modeling the slot types. The turn representation T will be
passed through a multi-dimensional binary classifiers to get
the prediction score of each slot type.

p(ST |T ) =
N∏
i

p(sti|T )

p(sti|T ) = sigmoid(WstT ) ∈ RN

Lst = −
N∑
i=1

{yi log p(sti|T ) + (1− yi) log(1− p(sti|T ))}

(2)

where Wst is trainable parameter matrix of linear slot type
head and yi ∈ {0, 1} is the label of whether sti appears in
current turn.
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Figure 3: Overall framework of our proposed methods. The left part shows the process of extracting turn-level representations
and passing them to four multi-dimensional Bernoulli/Categorical classification heads. The right part shows the process of
action-tree based scheduled sampling, where the ground truth action Â will be replaced with the probability of 1 − p(t), a
replacing action sample A′ is then sampled according to the normalized similarity score. The calculation of similarity score is
based on the action-tree Editing Distance, which will be discussed detailedly in Section 4.2.

Slot Change Prediction SOM-DST (Kim et al. 2019) has
mentioned that state operation prediction allows state track-
ing model to efficiently generate the values of only a mini-
mal subset of the slots. In our situation, predicting the slot
change also provides important clues for belief state gen-
eration. We define slot change into four categories: {keep,
change, delete, new}, which is similar to the operations in
database system. Given two consecutive turns’ belief states,
the slot change between them is easy to get. Here a multi-
dimensional categorical distribution is adopted for model-
ing the slot change, as shown in Equation 3, we denote
SC = (sc1, sc2, ..., scN ). ∆T = Tt − Tt−1, which reflects
the difference between adjacent turns’ representations, is fed
to the trainable transition head Wsc. Note that for simplicity,
the subscript of Tt is omitted when there is no ambiguity.

∆Tt = Tt − Tt−1

p(SC|∆T ) =

|SC|∏
i

p(scyii |∆T )

p(sci|∆T ) = Softmax(Wsc∆T ) ∈ R4

Lsc = −
N∑
i=1

log p(scyii |∆T )

(3)

where yi ∈ {0, 1, 2, 3} is the label of i-th slot change.

Action Prediction As described in GALAXY (He et al.
2022b), identifying the actions (e.g. request, offerbook, etc.)
can facilitate learning better representations for policy op-
timization to improve the overall end-to-end performance.
Here we adopt the same way in GALAXY using multi-
dimensional Bernoulli distribution to model action predic-
tion. The difference is that we predict all turns’ actions while

GALAXY only predicts current turn’s.

p(A|T ) =
N∏
i

p(ai|T )

p(ai|T ) = sigmoid(WaT ) ∈ RN

La = −
N∑
i=1

{yi log p(ai|T ) + (1− yi) log(1− p(ai|T ))}

(4)

where Wa is trainable parameter matrix of linear action
head and yi ∈ {0, 1} is the label of whether ai is taken in
current action.

Response Keywords Prediction In most situations in
task-oriented dialog, the system should inform some es-
sential values in the response according to what the user
requests, which also relates to the evaluation metric Suc-
cess in Section 5.1. Predicting such keywords can make
the model focus on essential information to be generated,
such as [value name], [value area], etc. In delexicalized re-
sponses (Zhang, Ou, and Yu 2020), words like [value xxx]
are in a finite set. Here we model the bag-of-words predic-
tions as a multi-dimensinal Bernoulli distribution, as shown
in Equation 5.

p(K|T ) =
N∏
i

p(ki|T )

p(ki|T ) = sigmoid(WkT ) ∈ RN

Lk = −
N∑
i=1

{yi log p(ki|T ) + (1− yi) log(1− p(ki|T ))}

(5)

where N is the vocabulary size of keywords, Wk is train-
able parameter matrix of linear response head and yi ∈
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{0, 1} is the label of whether keyword ki is appeared in the
response.

To be summarized, total loss for the turn-level auxiliary
tasks is

LTA = Lst + Lsc + La + Lk

4.2 Action-Tree Based Scheduled Sampling
In our experiments, we found that the more we train, the
more faithful the generated responses are to the generated
action sequence. However, this can lead to unsatisfying re-
sponses, especially when the generated actions are not rea-
sonable enough. This phenomenon is called error accumu-
lation, which is caused by exposure bias. Since the seq2seq
training process is teacher-forced, it is inconsistent with the
inference phase (Zhang et al. 2019). Scheduled sampling
(Bengio et al. 2015) is a straightforward way to mitigate
this problem, which randomly replaces target-side input to-
kens with model predictions following a curriculum learning
strategy.

However, directly adopting token-level scheduled sam-
pling is not effective for our task, because the main error
at inference exists in the action sequence bringing inaccu-
rate response sequence, so sequence-level replacement is
needed. To this end, we propose an action-tree based sched-
uled sampling method. Next we describe the method in de-
tail.

Action Tree Inspired by SPACE (He et al. 2022a), we cal-
culate the similarity score among action sequences and save
the similarity matrix. When calculating the similarity score,
we first convert the action sequence to a hierarchical action
tree, containing the tertiary structure (domain,action,slot)
from top to bottom, as shown in the right part of Figure
3. Then we derive the Tree Editing Distance (Zhang and
Shasha 1989), which is the weighted number of edit oper-
ations (insert, delete, and modify) to transform one tree to
another. Note that we use ordered tree, which is different
from SPACE, since in our experiments we found the rela-
tive position of actions will affect the response generation.
Besides, reordering to an unordered tree may result in some
not existing action sequences. Denoting the semantic trees of
i-th action and j-th action are Ti and Tj . Tree Editing Dis-
tance is calculated, and then similarity score si,j between
i-th action and j-th action is calculated by Equation 6.

si,j =
max{|Ti|, |Tj |} − di,j

max{|Ti|, |Tj |}
di,j = TreeEditingDistance(Ti, Tj)

(6)

Scheduled Sampling As shown in the bottom right of Fig-
ure 3, in the training process, before one ground truth ac-
tion Ât is input to the act-response decoder, it will be re-
tained with probability p(t), which is calculated by Equation
7 (Zhang et al. 2019).

p =
µ

µ+ exp(t/µ)
(7)

where µ is a hyper-parameter. And the function is strictly mono-
tone decreasing. Otherwise, the ground truth action will be
used to index the similarity matrix, assuming the indexed
column is i. We denote the similarity matrix as M , then the

sampling distribution is

p∗j =
M [i, j]∑N

j=1,j ̸=i M [i, j]

note that here we guarantee that the same i-th action will
not be sampled.

Loss As shown in Equation 8, when the perturbed action is
adopted as input, the action loss should not be optimized but
the response loss should still be optimized to improve the ro-
bustness of response generation in the presence of noisy ac-
tions. In such situation, model should learn to depend more
on the context when generating the response.

LA = − logP (At|Ht, DBt)

LR = − logP (Rt|Ht, DBt, At)

LAT =

{
LA + LR, At = Ât

LR, At = A′
t

(8)

4.3 Traning and Inference
The final loss in our training process is described by Equa-
tion 9.

L = LTA + LB + LAT (9)
Note that since the belief decoder is not our focus in this

work, we did not discuss this module and omit it in Figure
3, but the loss LB always exists.

In the inference phase, we only utilize the shared encoder
and two decoders, and neither the classification head nor
scheduled sampling is required, making the overall inference
cost completely unchanged with respect to our backbone.

5 Experiments
In this section, we will introduce experimental data, metrics,
compared baselines, and our results in different tasks. Our
code is released in our github repository1.

5.1 Datasets and Evaluation Metrics
Datasets We evaluate end-to-end dialog system perfor-
mance of our proposed methods on public task-oriented di-
alog benchmark MultiWOZ (Budzianowski et al. 2018). We
evaluate our method on MultiWOZ 2.0, 2.1 and 2.2. Fol-
lowing the data split in (Lee 2021), the number of train/-
validation/test set is 8438/1000/1000. And to reduce diver-
sity of the surface form, we replace some specific slot val-
ues with [value xxx] to construct the delexicalized response,
allowing the model to learn value-independent parameters
(Zhang, Ou, and Yu 2020).

Metrics We follow the automatic evaluation metrics to
evaluate the response quality for task-oriented dialog sys-
tem on MultiWOZ datasets. Inform rate measures whether
a dialog system has provided an accurate entity; Success
rate measures whether a dialog system has answered all
requested information; BLEU is computed with references,
measuring the fluency of the generated response. Combined
score = (Inform+Success)×0.5+BLEU, reflects the over-
all quality of the dialog system, which is our main metric.

1https://github.com/ictnlp/TA-AT
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Model MultiWOZ 2.0 MultiWOZ 2.1 MultiWOZ 2.2
Inform Success BLEU Comb Inform Success BLEU Comb Inform Success BLEU Comb

w.o. continual pre-training
SimpleTOD 84.40 70.10 15.01 92.26 85.00 70.50 15.23 92.98 - - - -
DoTS 86.59 74.14 15.06 95.43 86.65 74.18 15.90 96.32 80.40 68.70 16.80 91.40
SOLOIST 85.50 72.90 16.54 95.74 - - - - 82.30 72.40 13.60 90.9
MinTL 84.88 74.91 17.89 97.79 - - - - 73.70 65.40 19.40 89.00
UBAR 95.40 80.70 17.00 105.05 95.70 81.80 16.50 105.25 83.40 70.30 17.60 94.40
GALAXY 93.10 81.00 18.44 105.49 93.50 81.70 18.32 105.92 85.40 75.70 19.64 100.20
BORT 93.80 85.80 18.50 108.30 - - - - 85.50 77.40 17.90 99.40
Mars - - - - - - - - 89.20 80.30 19.00 103.40
MTTOD 90.99 82.58 20.25 107.04 90.99 82.08 19.68 106.22 85.90 76.50 19.00 100.20
TA&AT 93.60 83.60 20.67 109.27 92.50 84.00 19.78 108.03 86.40 80.10 20.34 103.59
w. continual pre-training
PPTOD* 89.20 79.40 18.62 102.92 87.09 79.08 19.17 102.26 83.10 72.70 18.20 96.10
GALAXY* 94.40 85.30 20.50 110.35 95.30 86.20 20.01 110.76 - - - -
SPACE* 95.30 88.00 19.30 110.95 95.60 86.10 19.91 110.76 - - - -

Table 1: E2E performances on MultiWOZ 2.0/2.1/2.2. TA&AT is our method, short for Turn-level Auxiliary tasks and Action-
Tree based scheduled sampling. All results are from original papers or public MultiWOZ leaderboard. ‘*’ means using continual
training on extra datasets.

Model 10% data 20% data 50% data
Inform Success BLEU Comb Inform Success BLEU Comb Inform Success BLEU Comb

MinTL 55.5 44.9 15.6 65.8 64.3 54.9 16.2 75.8 70.3 62.2 18.0 84.3
PPTOD 68.3 53.7 15.7 76.7 72.7 59.2 16.3 82.3 74.8 62.4 17.0 85.6
UBAR 50.3 34.2 13.5 55.8 65.5 48.7 14.5 71.6 77.6 63.3 16.3 86.8
MTTOD 66.9 55.2 13.8 74.9 75.0 63.3 14.3 83.5 78.5 67.5 15.2 88.2
Mars 69.4 55.3 15.6 78.0 76.7 62.9 17.2 87.0 82.2 71.2 18.6 95.3
TA&AT 71.5 58.4 16.2 81.1 79.2 68.2 16.8 90.5 83.5 73.8 18.1 96.8

Table 2: E2E results of low-resource experiments. 10% (800 dialogs), 20% (1600 dialogs), 50% (4000 dialogs) of training data
is used to train our model. All of the results are cited from Mars (Sun et al. 2023).

5.2 Settings
Following (Lee 2021), we use a pre-trained T5-base model
(Raffel et al. 2020) to initialize our shared encoder and two
decoders. We implement our methods based on the Hug-
gingFace Transformers library (Wolf et al. 2020). We train
our model for 10 epochs on a single 40G NVIDIA A100.
Our model is trained for approximately 10 hours. In low re-
source setting, our model is trained for 20 epochs. The ini-
tial learning rate is set to 5e-4, batch size is set to 8 and the
proportion of warmup steps is set to 0.1. We adopt an opti-
mizer as AdamW (Loshchilov and Hutter 2017) with linear
learning rate decay. We select the best model based on the
performance on the validation set. For the hyperparameter µ,
we choose most suitable one from {10,15,20} for different
datasets. To remove randomness, we fix our random seed to
42 in our experiments. A simple greedy search algorithm is
used when decoding belief states, action, and responses.

5.3 Baselines
For a fair comparison, we confine our analysis to those meth-
ods that utilize PLMs. And the methods using PLMs typi-
cally fall under two distinct settings:
• Without Continual: Directly fine-tuning the PLM for

specific downstream tasks, such as end-to-end modeling.
• With Continual: Beginning with continual pre-training

on extra datasets and then transitioning to fine-tuning.

We will compare our method with those in the Without
Continual setting to underline the strengths of our approach.
Additionally, comparisons with the methods in With Con-
tinual setting will be conducted to clearly illustrate the ex-
tent of the gap between our method and them.

We compared serveral strong baselines, including Simple-
TOD (Hosseini-Asl et al. 2020), DoTS (Jeon and Lee 2021),
SOLOIST (Peng et al. 2021), MinTL (Lin et al. 2020), PP-
TOD (Su et al. 2021), UBAR (Yang, Li, and Quan 2021),
GALAXY (He et al. 2022b), MTTOD (Lee 2021), BORT
(Sun et al. 2022), Mars (Sun et al. 2023) and SPACE (He
et al. 2022a).

5.4 Main Results
As shown in Table 1, our method TA&AT achieves new
state-of-the-art combined scores on all the datasets in w.o.
Continual setting. Even compared with the SOTA SPACE
model, performance of our method is comparable, indicating
that our proposed methods are competitive for end-to-end
task-oriented dialog modeling. Note that based on MTTOD,
our method can improve its performance on MultiWOZ 2.0
by 2.23 points (from 107.04 to 109.27), MultiWOZ 2.1 by
1.81 points (from 106.22 to 108.03), MultiWOZ 2.2 by 3.39
points (from 100.2 to 103.59). Note that our model acheives
best BLEU in each dataset while keeping other metrics at a
high-level, verifying the effectiveness of our method in im-
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Model Inform Success BLEU Comb
TA&AT 93.60 83.60 20.67 109.27
- Lst 93.10 84.50 19.79 108.59 (-0.68)
- Lsc 92.60 84.50 20.28 108.83 (-0.44)
- La 93.50 84.40 20.05 109.00 (-0.27)
- Lk 93.70 84.40 20.29 109.34 (+0.07)
w.o. AT 93.40 83.50 19.72 108.17 (-1.10)
w.o. TA 92.90 83.30 19.76 107.86 (-1.41)
MTTOD 90.99 82.58 20.25 107.04 (-2.23)

Table 3: Ablation study on E2E results of MultiWOZ 2.0.
‘w.o. AT’ means normal teacher-forcing without any action-
tree based scheduled sampling.

proving the generation quality.

5.5 Low-Resource Evaluation
In order to explore whether our method is equally effective
in low-resource scenarios, following the setting of Mars, we
tested the performance of the model with 10%, 20%, and
50% number of training sessions, respectively. As shown in
Table 2 our method achieves the best in most of data ratio,
demonstrating its robustness.

6 Analysis
In this section, we first analyze the effectiveness of each aux-
iliary task and scheduled sampling. Then we discuss some
observations from the learning curve in our training process.

6.1 Ablation Study
As shown in Table 3, most auxiliary tasks are effective espe-
cially those slot-related ones. Interestingly, we found a phe-
nomenon that removing the response keywords prediction
task results in a higher combined score. It seems that this
task does not work. We attribute this to the fact that different
losses have different learning periods, that is, the learning
of Lk may still be underfitted when the Lsc/st are already
overfit (see Section 6.2), finding an optimal balanced point
or determining the best ratio may be a future direction. Be-
sides, such a small increase (+0.07) can also be due to ran-
domness.

In a word, both AT and TA are effective, and the lat-
ter is more important, because because it provides a better
encoder representation, influencing both understanding and
generation. Compared to most similar baseline MTTOD, our
method outperforms it by 2.23, verifying the effectiveness of
TA&AT.

6.2 Learning Curve
The variation of F1-score corresponding to different tasks
during training is shown in Figure 4. It can be found that at
the very early stage of training, the F1 value is almost un-
changed, indicating that the generation loss is primal at this
time. In the process of learning the initial generation ability,
the hidden state space changes greatly, causing the classifier
difficult to train, and it will be relatively easier to predict
random/all-1/all-0. As the training progresses, the genera-
tion loss decreases and the proportion of auxiliary loss in-
creases, at which time the auxiliary tasks can be optimized.

Act F1 Slot Transition F1

Slot Type F1 Resp Keywords F1

Figure 4: Learning curve for different tasks in training. X-
axis represents the number of training steps and Y-axis rep-
resents macro F1-score.

User: I'm looking for the information on a restaurant called saigon city, can you 
provide me with their info?

GT response: Absolutely! [value_name] is an [value_food] restaurant in the [value_area]. It 
is [value_pricerange]. It's located at [value_address]. Their phone number is [value_phone].

Mars: [value_name] is an [value_pricerange] [value_food] restaurant in the [value_area]. 
Would you like me to book a table for you? 

TA&AT: [value_name] is an [value_pricerange] [value_food] restaurant in [value_area]. 
Their phone number is [value_phone] and they are located at [value_address].

SNG0714

Figure 5: Case Study: Delexicalized responses generated by
Mars and TA&AT on MultiWOZ 2.0 test data. ‘GT’ is short
for ground truth.

In addition, the tasks related to belief state converge quickly
and can reach F1-score above 96, while the tasks related to
policy converge slowly and can only reach F1-score around
92. It can be seen that the latter is more difficult than the
former, because it requires more planning ability besides un-
derstanding.

6.3 Case Study
As shown in Figure 5, our method can generate more key-
words than Mars when the user needs some information,
covering all the information contained in the ground truth
response and containing no redundant information.

7 Conclusion
In this study, we explore the techniques for optimizing task-
oriented dialog via turn-level auxiliary tasks and action-tree
based scheduled sampling. To address the insufficient uti-
lization of labels and sequence-level error accumulation is-
sues that existing models struggle with, we primarily intro-
duce turn-level multi-task objectives for the encoder mod-
ule. Furthermore, we introduce an action-tree based sched-
uled sampling technique for the decoder module. Our ap-
proach has depicted superior performance on the MultiWOZ
dataset series compared to methods without continual pre-
training and remains competitive even when benchmarked
against methods that adopt pre-training.
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