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Abstract

As the size of the datasets getting larger, accurately annotat-
ing such datasets is becoming more impractical due to the
expensiveness on both time and economy. Therefore, crowd-
sourcing has been widely adopted to alleviate the cost of col-
lecting labels, which also inevitably introduces label noise
and eventually degrades the performance of the model. To
learn from crowd-sourcing annotations, modeling the exper-
tise of each annotator is a common but challenging paradigm,
because the annotations collected by crowd-sourcing are usu-
ally highly-sparse. To alleviate this problem, we propose
Coupled Confusion Correction (CCC), where two models
are simultaneously trained to correct the confusion matrices
learned by each other. Via bi-level optimization, the confu-
sion matrices learned by one model can be corrected by the
distilled data from the other. Moreover, we cluster the “anno-
tator groups” who share similar expertise so that their confu-
sion matrices could be corrected together. In this way, the ex-
pertise of the annotators, especially of those who provide sel-
dom labels, could be better captured. Remarkably, we point
out that the annotation sparsity not only means the average
number of labels is low, but also there are always some an-
notators who provide very few labels, which is neglected by
previous works when constructing synthetic crowd-sourcing
annotations. Based on that, we propose to use Beta distribu-
tion to control the generation of the crowd-sourcing labels so
that the synthetic annotations could be more consistent with
the real-world ones. Extensive experiments are conducted on
two types of synthetic datasets and three real-world datasets,
the results of which demonstrate that CCC significantly out-
performs state-of-the-art approaches. Source codes are avail-
able at: https://github.com/Hansong-Zhang/CCC.

Introduction

The great success of Deep Neural Networks (DNNs) is
much attributed to large-scale and accurately-labeled train-
ing datasets. However, collecting such high-quality annota-
tions demands the annotators to be experts in their disci-
pline and is often very time-consuming (Song et al. 2023;
Han et al. 2018; Zhang 2022). For instance, the well-known
Microsoft COCO dataset were constructed using 20K work
hours in total (Lin et al. 2014). To improve the efficiency
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Figure 1: The histogram of the number of labels provided by
annotators. The green patch on the left denotes the annota-

tors who only provide seldom labels.

of construct such datasets, crowd-sourcing (Biel and Gatica-
Perez 2013; Buecheler et al. 2010; Han et al. 2019b; Ser-
vajean et al. 2017) provides an alternative way to collect
annotations in a both time- and economic-efficient manner,
where the labels of instances are provided by multiple anno-
tators which could be non-expert. In the paradigm of crowd-
sourcing, a large task is usually divided into several mini-
tasks (one might overlap another), which will be further
distributed to various annotators. On some crowd-sourcing
platforms like Crowdflower (Wazny 2017) and Amazon Me-
chanical Turk, the annotators can get rewards when a mini-
task is accomplished. Although crowd-sourcing is efficient
in collecting large-scale annotations, it also inevitably in-
troduces label noise (Sheng, Provost, and Ipeirotis 2008;
Snow et al. 2008; Zheng et al. 2017), which is caused by the
relatively-low expertise of some of the annotators. On the
other hand, the DNNs can eventually memorize the noisy
labels due to its great representative capacity (Zhang et al.
2021; Arpit et al. 2017; Ishida et al. 2020). Therefore, in-
creasing the generalization performance of DNNs trained
with crowd-sourcing annotations is a challenging problem,
which is widely termed as Learning from Crowds (LFC).

In the discipline of LFC, previous solutions can be
roughly divided into two pipelines: (1) Aggregate multiple
noisy labels into a more reliable one before or during the
training stage. Among them, the simplest one is Majority
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Voting (Whitehill et al. 2009; Han et al. 2019a; Schwenker
2013), where all the annotators are assumed to be equally re-
liable. Although Majority Voting provides a way to alleviate
label noises, it is not always feasible to aggregate the labels
equally, especially when the task is relatively hard and when
most annotators are not reliable enough (Whitehill et al.
2009; Han et al. 2019a; Schwenker 2013). Motivated by that,
some advanced methods were designed to model the exper-
tise of each annotator. For instance, Weighted Majority Vot-
ing (Li et al. 2014) endows the labels with a weight vector to
alleviate the influence of the annotators with low expertise.
(2) Training under the supervision of all annotations. This
pipeline of work usually take a set of confusion matrices
as a measure of the expertise of annotators (Rodrigues and
Pereira 2018; Dawid and Skene 1979; Chu, Ma, and Wang
2021; Wei et al. 2022a). By simultaneously learning the con-
fusion matrices and the classifier in an end-to-end manner,
these methods have achieved more promising performance
in LFC compared to the label-aggregating ones (Rodrigues
and Pereira 2018; Dawid and Skene 1979; Chu, Ma, and
Wang 2021; Wei et al. 2022a; Li et al. 2023b).

Challenges. Despite their improved performance, the
modeling of the expertise of annotators suffers from the fol-
lowing two problems, which will eventually jeopardises the
performance of the classifier. On the one hand, Annotation
Sparsity is a notorious property of the crowd-sourcing an-
notations (Ibrahim, Nguyen, and Fu 2023), which means
that each annotator only labels a small subset of the whole
dataset instead of all of it. On the other hand, the annotator-
specific confusion parameters (ASCPs) (e.g. the weight vec-
tor or the confusion matrices in the aforementioned two
pipelines) of each annotator are only learned based on its
individual annotations. Therefore, if one annotator provides
too few labels, it is obvious that the supervision of its ASCPs
is insufficient and therefore its expertise can not be well-
modeled (detailed analysis can be found in the Methodol-
ogy Section). Note that such scenario is not hypothetical
but quite ubiquitous. As shown in Figure 1, in real-world
crowd-sourcing datasets LabelMe (Rodrigues and Pereira
2018) and CIFAR-10N (Wei et al. 2022b), a large number
of annotators only provide seldom labels, even the authors
of CIFAR-10N had enlarged the mini-tasks to alleviate an-
notation sparsity (Wei et al. 2022b).

To mitigate the sparse annotation problem in LFC, in this
paper we propose Coupled Confusion Correction (CCC). In
our CCC, two simultaneously-trained classifiers are coupled
in a way where the confusion matrices learned by one clas-
sifier can be corrected by a small meta set (a class-balanced
set that contains the images and their pseudo labels which
are likely to be clean) distilled from the other one. Note
that the labels in the meta set are actually from the crowd-
sourcing labels. As the meta set has dropped the information
of annotator IDs, it can not be directly used to supervise the
learning of ASCPs. To this end, we link the meta set and
ASCPs via meta learning, in which way each annotator’s
ASCPs can be corrected by the meta set through bi-level
optimization, even if the labels in meta set dose not come
from him/her. Moreover, to further alleviate the annotation
sparsity, we indicate and justify that there are many annota-
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tors who share similar expertise. Based on that founding, we
use the K-Means method on the learned confusion matrices
to cluster similar annotators so that their confusion matrices
can be corrected together.

Our contributions can be summarized as follows:
e A Meta-Learning-Based Method CCC to Mitigate the
Sparse Annotation Problem. In this work, we show that
it is possible to learn one’s ASCPs under the supervision of
other annotations except for its own individual ones. Specifi-
cally, we link the meta set and ASCPs through meta learning
paradigm, so that the ASCPs can be corrected by the meta
set, enriching its supervision. Moreover, we use K-Means to
cluster annotators with similar expertise to further alleviate
the annotation sparsity, correcting their ASCPs together.
¢ Synthetic More Practical Crowd-Sourcing Annotation
using Beta Distribution. We point out a fact that is ne-
glected by previous works: there exists some few-label an-
notators (annotators who only provide very few labels) in
real-world crowd-sourcing datasets no matter how many the
annotators are. To make our synthetic crowd-sourcing anno-
tations more consistent with real-world ones, we propose to
use Beta distribution to control the number of labels of each
annotator. Previous works naively assumed that the amount
of labels are evenly distributed, which may not accurately re-
flect real-world scenarios. Therefore, our proposed method
is useful for future works on LFC when constructing syn-
thetic annotations.
¢ Extensive and Comprehensive Experiments. We con-
duct experiments on various datasets, which include two
types of synthetic crowd-sourcing datasets (independent and
dependent cases) and three real-world datasets. The results
demonstrate the competitiveness of our proposed method.

Methodology

Notations and Preliminaries. We begin by fixing nota-
tions. Suppose that we are given a training dataset D =
{x;,9;}L, which consists of N instances labeled by R an-
notators in total. Denote the data features as x = {z;}¥
and the crowd-sourcing labels as y = {g;}}¥,, where
9; = (9,92, ... 9F). The i-th crowd-sourcing label g; is
a R-dimensional vector representing the labels provided by
R annotators. Note that it is usually the case that an annota-
tor does not label all the data, so the crowd-sourcing labels
may have missing ones. Let C' denotes the number of class
categories, then the individual label § € {1,2,...,C}. The
goal of learning from crowds is to train a classifier f(x;8)
parameterized by 8 (we take DNN as the classifier in this pa-
per, which takes the instance feature « as input and outputs
the possibility distribution over all classes) with training set
D, and to make it perform well on the unseen data.

Meta Learning Recap

Next, we will briefly recap the preliminaries on Meta Learn-
ing. In the meta-learning-based methods (Shu et al. 2019;
Wang, Hu, and Hu 2020; Zheng, Awadallah, and Dumais
2021; Xu et al. 2021; Zhang and Pfister 2021), an out-of-

sample meta set D¢t = {grete, ymeta} bl s assumed
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to be available, where y}"em denotes the true label of the j-

th meta data 27"’ and M(M < N) denotes the size of
meta set. Note that the size of the meta set is much smaller
than the training set, hence it is easy to collect in practice.
The meta set can be either additionally provided (Shu et al.
2019; Wang, Hu, and Hu 2020; Zheng, Awadallah, and Du-
mais 2021) or distilled from the training set (Xu et al. 2021;
Zhang and Pfister 2021). Various hyper-parameters (e.g. in-
stanced by the transition matrix (Wang, Hu, and Hu 2020),
label corrector net (Zheng, Awadallah, and Dumais 2021) or
multi-layer perceptron network (Shu et al. 2019)) are called
meta parameters and are updated via bi-level optimization,
in which the meta set plays an important role in guiding
the updating of such meta parameters. Intuitively, the perfor-
mance of the current model on unseen data is measured by
the meta set, the loss of the model on the meta set (termed as
meta loss) is minimized in the outer loop of the bi-level op-
timization so that the gradient can flow back from the meta
set to the meta parameters.

Typically, there are two sets of parameters to be opti-
mized in such bi-level optimization, one is the aforemen-
tioned meta parameters, the other is the main parameters
(mostly instanced by the parameters of the backbone model).
Let w/6 denote the meta / main parameters, and £ (w, )

be the loss of the ¢-th instance in the training set D. The op-
timal main parameters can be obtained by the training loss:
1
* _ . tra
0" (w) = argemm N Z L7 (w,0).

=1

ey

Then the meta parameters can be optimized by minimizing
the meta loss:

M
* : 1 meta (p*x
w* = argﬂr}mn i jg_l L70* (w)), 2)

where the ﬁ?em(ﬂ*(w)) is the loss of the j-th instance
in D™ete, However, directly solving Eq. (1) and Eq. (2)
is impractical, because the optimal € needs to be calcu-
lated whenever the meta parameters w is updated. There-
fore, an online optimization method, as a trade-off between
the feasibility and effectiveness, has been widely applied to
the optimization of meta learning, which consists of three
stages, including Virtual, Meta, and Actual stage (Wang, Hu,
and Hu 2020). The optimization is performed in a mini-
batch gradient descent manner, in ¢-th iteration, a train-
ing mini-batch M = {x;,y;}?_, and a meta mini-batch
Mrmeta = {gmeta ymeta}in | s fetched, where the n and
m is the batch size of training and meta set respectively. Let
Nv, Mm, e denote the learning rates in the Virtual, Meta, and
Actual stages respectively. In Virtual Stage, the main param-
eters is “virtually” updated by:

. 1 &
O =611 -1 Vo LI (wi1,6i-1). ()
i=1
This stage is named “virtual” because the true main parame-

ters are kept unchanged, the above 0, is fixed and only used
to update the meta parameters in the following Meta stage:
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1 & A
Wy = Wiy — T > Ve, LT (wy1,6,).  (4)

j=1
The Virtual stage, together with the Meta stage, can be deem
as the outer loop of the bi-level optimization, which updates
the meta parameters under the supervision of both meta set
and training set (Wang, Hu, and Hu 2020). The “virtual”
main parameters 0, is deleted as soon as the Meta stage fin-
ished. Last, the w, that comes from the outer loop will be
fixed to update the main parameters in the Actual stage:

1 n
00 =001~ 10> Vo L (wi,01). (5
=1

Unlike Virtual stage, the main parameters in this stage is “ac-
tually” updated. After the above three stages, both the main
and meta parameters are updated and ready for the (¢ + 1)-
th iteration. Note that the Actual stage serves as the inner
loop of the bi-level optimization. By alternating the outer
and inner loop, the optimal main and meta parameters can
be derived.

How Annotation Sparsity Affects Training

In this section, we would like to show why the sparse anno-
tation phenomenon is harmful, which motivates our work.
For notation convenience, we use a matrix A(yxg) to in-
dicate the annotation presence, i.e., A; ; is True if the i-th
instance is labeled by j-th annotator, and False otherwise.
Without loss of generality, we hereby take CrowdLayer (Ro-
drigues and Pereira 2018) as an example, which uses R con-
fusion matrices {7 }2_; to model the annotator-specific ex-
pertise!. In CrowdLayer, the parameters of backbone DNN
0 and confusion matirces {T"}2_, are obtained by comput-
ing the following loss:

N R
0*, {T™}E | = argmin % Z Z 1[A; 1L, -(T",0),
2R A FA S p—|

(6)
where 1[-] denotes the indicator function, which outputs
1 if the event is True, and O otherwise. L; (T, 8)
(T f(x;]0), y7) stands for the loss of i-th instance and 7-th
annotator in CrowdLayer, where £ is a loss function such as
widely-used cross entropy and f is the softmax output of the
classifier. For the r-th confusion matrix T (i.e. the ASCPs
of ro-th annotator), by modifying Eq. (6), the gradient w.r.t.
T (denoted by g"°) can be derived as:

N R
T0 ]‘ T
g™ = Vo i ;:1 ;Zl 1[A; )L, - (T, 0)

. )
1
= Vo > U[Aig|Lir, (T, 0),
i=1
from which we notice that only the instances labeled by r(-

th annotator provide supervised information to its own con-
fusion matrix, let alone the labels could be noisy. Therefore,

'The analyses also applies to the methods with other ASCPs.
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Figure 2: The illustration of the our method. “N/A” means the label is missing.

(a) LabelMe #1~59

(b) CIFAR-10N #50~100

Figure 3: The distances of true confusion matrices of every
two annotators in LabelMe and CIFAR-10N datasets. The
# denotes the index of annotators. The more blue (red) the
pixel is, the smaller (larger) value it is.

if r¢-th annotator labels too few data, its confusion matrix
would be poorly learned. It is worth noting that Figure 1
can be deemed as the histogram of Zil 1[A; -], which
highlights that a significant proportion of annotators con-
tribute very few labels. This observation suggests that the
issue mentioned above is prevalent in real-world scenarios.

Coupled Confusion Correction

Before diving into technical details, we first claim and justify
an assumption that: In real-world crowd-sourcing datasets,
there are various annotators who share similar expertise.

We hereby take two common real-world crowd-sourcing
datasets as examples, including LabelMe and CIFAR-
10N (Rodrigues and Pereira 2018; Wei et al. 2022b; Chu,
Ma, and Wang 2021). We calculate the true confusion ma-
trices of each annotators (C'M ’“)(Cxc) in such two datasets

16735

as follows:
N
0, if Y U[Ai Ny =p] =0
Cqu _ =1
7 N ~p
Yoimi A Ny =pNgi =4 else
S A Ny =]

where y; denotes the true label of ¢-th instance. After get-
ting the true confusion matrices, we calculate the distance
between the true confusion matrices of every two annotators
using mean-square-error. Figure 3 illustrates the confusion
distances between annotators in the LabelMe and CIFAR-
10N datasets, where blue and red indicate small and large
distances, respectively. As we can tell, there are many “blue
patches” in the distance matrices, which suggests that the
confusion matrices of annotators in such patch is similar to
each other. Therefore, if their expertise can be considered to-
gether, the annotation sparsity can also be alleviated to some
extent.

Overview of Our Approach. In this paper, to alleviate
the annotation sparsity, we propose Coupled Confusion
Correction (CCC), where we simultaneously train two mod-
els and utilize the meta set distilled to correct the ASCPs
learned by each other. Following (Cao et al. 2019; Chu, Ma,
and Wang 2021; Rodrigues and Pereira 2018; Albarqouni
et al. 2016), we also adopt the confusion matrices to model
the annotators’ expertise. A set of confusion-correcting-
matrices {V"}%_, are regarded as meta parameters to cor-
rect the confusion matrices of annotators {77 }2_,, where
G is a hyper parameter indicating how many similar groups
of annotators are. We run the K-Means (Forgy 1965; Arthur
and Vassilvitskii 2007) method on the learned confusion ma-
trices {T"} 1| to obtain their group indexes at each epoch.
Unlike CrowdLayer (Rodrigues and Pereira 2018), which
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only updates the confusion matrices based on individual an-
notations, CCC allows the confusion matrix of one annotator
to be updated under the supervision of both his/her group’s
annotations and the meta set. This makes CCC more re-
silient to annotation sparsity, leading to improved classifier
performance. In the following, we first explain why the su-
pervised information can flow back from the meta set to the
confusion-correcting-matrices. Then we present the distilla-
tion strategy of the meta set and the training objectives of
different stages in our CCC. The framework of our method
is illustrated in Figure 2 and the pseudo code can be found
in the Appendix.

Correcting Confusion Matrices by Meta Set. In our CCC,
the corrected confusion matrices are obtained through the
following bi-level optimization:

{Vr*} Z £m€ta 9*

L, = arg mln
{vriz

0, {T}E | = argmln —ZZ]I i) L (T, 0)

04T i=1r=1
®)
where T/, = T" + V9() denotes the corrected confusion

matrix of 7-th annotator with g(r) representing the index of
group which the r-th annotator belongs to. Let ¢ denotes the
cross entropy loss function, the meta loss here is then defined

as L77(0%) = £(f(x]*"*|0*),y***), and the training
loss is Lim(T7,,,0) = (((T" + VIW) f(x;6), §7 ). Next,
let us focus on the gradient w.r.t. the confusion-correcting-

matrix of ro-th annotator V'9(mo) (denoted by g79.):

r=1

M M
1 acrnefa 80*
To _— 7 meta
geor = Vveto Zi g 1 267 Gveee
M N
1 8£mcta
= U2 o6 NZZH i 1V2 ot L1
Jj= i=1r=1
M meta N
1 oLy i
- MN 96° Z]l Ao |V vratro L5,
j=
©))

Comparing Eq. (7) and Eq. (9), we can see that every
data in the meta set contribute to the overall gradient of the
confusion-correcting-matrix of the ry-th annotator. In this
way, the learned confusion matrices can be corrected un-
der the supervision of the meta set. Remarkably, because
we cluster annotators with similar expertise, the confusion-
correcting-matrices of two annotators (rg,71) can be up-
dated together as long as they belong to the same group
(g(ro) = g(r1)), which further hinders the influence of an-
notation sparsity.

Distilling Meta Sets using Two Models. In most previ-
ous meta learning approaches (Shu et al. 2019; Wang, Hu,
and Hu 2020), the meta set is demanded to be provided in
addition to the training set, which may harms the fairness
of the comparison to baselines. To this end, FaMUS (Xu
et al. 2021) and FSR (Zhang and Pfister 2021) provided an-
other way to construct meta set, where it can be distilled

16736

directly from the training set. However, their methods are
constrained in the single-label scenario, hence we propose
a new distilling strategy to match the crowd-sourcing an-
notations. The algorithm is quite simple to understand, as
many sample-selection-based methods pointed out (Arpit
et al. 2017; Han et al. 2018; Li, Socher, and Hoi 2020), the
samples with smaller loss is more likely to be clean. There-
fore, for each class ¢, we first fetch all the instances that
are attached with the label ¢, then we select the ones with
M /C smallest losses. Nevertheless, it is worth noting that in
Eq. 8, if the losses of the instances that we select are already
small, the supervised information that we obtain from the
meta set may also be insufficient. Consequently, we simul-
taneously train two models to distill meta set for each other,
in which way we can mitigate the confirmation bias (i.e.,
one model would accumulate its errors (Li, Socher, and Hoi
2020)) to ensure the meta set to be sufficiently informative

while maintaining clean.

Training Objective. As stated above, in iteration ¢, we have
a training mini-batch M = {z;,9;}?, and a meta mini-
batch M™ete = {grete ymetarm | for each model. The
training objective and outcomes in three stages (virtual,
meta, actual) are shown as follows:

Virtual : ZZEtm i1t V;:g 1 ),Ht,l) — 6,
=1r=1
(10)
1 % meta (f G
Meta . E ;EJ (et) — {‘/;5 }7’:1 (11)

Note that the confusion-correcting-matrices are initialized as
zero matrices at the beginning of each iteration, after the
above two stages (i.e. the outer loop), we have obtained the
corrected confusion matrices T7, |1 = T7_, + V",
which can be used in the following actual stage (i.e. the in-
ner loop):

Actual : 7226157"11 Tcor|t 1,0 1) %{T }7" 1’0t

i=1r=1

12)

Experiments

We conduct experiments on two types of synthetic datasets
(independent and correlated confusion) and three real-world
datasets. To make the results reliable, all experiments are
repeated three times with different random seeds, both the
best accuracy on test set during training and the accuracy at
the last epoch is reported. All experiments are conducted on
a single NVIDIA RTX 3090 GPU. Due to space limitation,
we only present the brief descriptions of datasets and results
in the main paper, more information about datasets and the
implementation details can be found in the Appendix.

Baselines. We compare our method with extensive state-of-
the-art approaches. The compared approaches include: (1)
Majority Vote (Whitehill et al. 2009). (2) Crowd Layer (Ro-
drigues and Pereira 2018). (3) Doctor Net (Guan et al. 2018).
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Dataset [ CIFAR-10 [ Fashion-MNIST
Method / Case IND-I IND-II IND-IIT IND-IV IND-I IND-II IND-III IND-IV
MajorVote Best | 55.08+0.38 47.85+2.20 54.27+1.91 66.944+1.01 | 84.894+2.24 79.94+2.30 76.72+1.00 89.03+0.75
Last | 41.144+0.37 32.90+0.71 42.00+£0.39 60.184+1.95 | 61.00+0.65 51.314+0.56 56.88+0.29 78.02+0.52
CrowdLayer Best | 63.064+1.49 53.50+1.24 59.39+1.21 69.094+0.62 | 88.83+0.61 84.774+2.09 87.01£3.05 90.31+0.42
Last | 54.784+0.49 43.71£0.62 53.17+£0.34 67.51+0.91 | 75.89+0.19 66.394+0.21 66.67+£0.47 84.67+0.20
DoctorNet Best | 69.63+0.86 63.43+1.46 69.774+2.02 76.25+0.47 | 90.544+0.23 88.78+0.68 88.29+1.20 90.96+0.32
Last | 66.80+1.12 57.95+1.09 65.40+098 74.604+0.45 | 83.01+0.13 76.074+0.49 75.77+£0.20 86.78+0.19
Max-MIG Best | 71.63+1.15 65.524+0.99 69.73+£1.09 75.9740.39 | 91.034+0.38 90.15+0.45 90.07+0.49 91.324+0.25
Last | 66.474+0.48 56.63+0.46 61.68+0.63 73.1940.59 | 82.16+0.32 73.334+0.39 73.53+0.47 86.16+0.37
CoNAL Best | 67.28+1.24 59.27+1.53 65.93+0.15 78.164+0.27 | 89.95+0.30 87.624+0.88 89.13+0.44 91.72+0.14
Last | 56.1840.30 47.02+0.65 57.16+£0.49 71.964+0.53 | 75.27+0.17 65.804+0.32 71.16+£0.29 86.671+0.25
UnionNet Best | 74.674+0.82 68.92+0.96 71.52+1.14 79.2940.65 | 91.30+0.37 90.094+0.42 89.67+0.58 91.61+0.25
Last | 74.4440.60 63.41+£0.75 67.00+£0.42 78.78+0.74 | 88.22+0.19 78.294+0.29 79.09+0.54 90.56+0.21
Best | 80.16+0.23 75.33+0.43 78.28+0.25 83.06+0.26 | 92.594+0.01 91.934+0.18 92.50+0.13 93.23+0.06
cCC (Oursy M | 1549 +6.41 +6.76 +3.77 +1.29 1178 +2.43 +1.51
Last | 79.50+0.12 73.52+0.39 77.20+0.26 82.56+0.07 | 92.51+0.06 91.58+0.39 92.17+0.04 93.14+0.06
ML | 1506 +10.11 $1020 +378 +4.29 1329 11308 +2.58
Method / Case COR-I COR-II COR-III COR-1V COR-I COR-II COR-III COR-1IV
MajorVote Best | 59.18+3.38 63.26+1.39 67.03£1.00 67.394+1.63 | 85.73+1.51 85.224+1.99 89.38+0.38 89.25+0.70
Last | 43.5740.61 50.36+0.76 59.04+0.62 57.974+1.07 | 60.83+0.57 66.11+0.83 79.69+0.77 75.68+0.46
CrowdLayer Best | 62.514+1.12 67.45+1.03 69.24+0.69 70.074+0.40 | 88.49+0.44 89.874+0.17 90.19+£0.28 89.88+0.23
Last | 54.61+0.52 62.70£0.41 66.27+£0.28 68.644+0.50 | 76.02+0.20 79.154+0.17 85.33+£0.09 83.931+0.19
DoctorNet Best | 67.30+1.28 74.01+£0.62 73.874+0.48 77.52+0.49 | 89.294+0.37 90.54+0.32 90.361+0.21 90.86+0.21
Last | 63.024+0.92 71.48+1.22 72.19+0.41 76.804+0.59 | 82.38+0.17 84.78+0.37 86.65+£0.18 87.28+0.16
Max-MIG Best | 71.694+0.68 74.55+0.56 76.83+0.30 75.814+0.68 | 90.27+0.07 91.264+0.17 91.38+£0.16 91.17+0.28
Last | 67.1940.33 73.28+0.60 75.82+0.46 73.9440.60 | 81.20+0.33 84.584+0.49 88.14+0.21 84.83+0.49
CoNAL Best | 69.33+0.46 72.21£0.30 75.97+0.19 79.8240.49 | 89.48+0.34 90.794+0.40 91.37+£0.10 92.02+0.14
Last | 58.2440.63 64.10+£0.27 68.42+0.65 73.8240.83 | 75.494+0.30 78.364+0.28 85.93+0.40 88.471+0.47
UnionNet Best | 74.46+0.43 78.13+0.43 80.02+0.51 80.99+0.66 | 90.83+0.40 91.52+0.14 91.944+0.22 92.314+0.22
Last | 72.844+0.31 77.58+0.47 79.37+£0.62 80.85+0.66 | 85.32+0.21 88.60+0.37 91.82+0.41 92.24+0.32
Best | 80.77+0.10 81.84+0.14 83.32+0.13 82.72+0.11 | 91.93+0.09 92.874+0.06 93.01+0.07 93.18+0.10
cCC Ousy MI | 1631 +3.71 +3.30 173 +1.10 +135 +1.07 +0.87
Last | 80.07+0.22 81.50+0.09 83.07+0.13 82.53+0.20 | 91.75+0.11 92.70+0.07 92.88+0.07 93.10+0.09
ML | 1723 +3.92 +3.70 +1.68 1643 +4.10 +1.06 +0.86

Table 1: Comparison with state-of-the-art approaches in test accuracy (%) on synthetic datasets with independent (IND) and
correlated (COR) confusions. The best results are in bold. The “M.1.” represents minimal improvement.

(4) Max-MIG (Cao et al. 2019). (5) CoNAL (Chu, Ma, and
Wang 2021). (6) UnionNet (Wei et al. 2022a).

Evaluation on Synthetic Datasets

Datasets. We evaluate our method on a variety of syn-
thetic datasets, which are derived from two widely used
datasets, i.e., CIFAR-10 (Krizhevsky, Hinton et al. 2009)
and Fashion-MNIST (Xiao, Rasul, and Vollgraf 2017). In
general, we divide the synthetic datasets into two types: 1)
independent confusion, where the confusions of annotators
are independent from each other and 2) correlated confu-
sion, where the confusions among different annotators may
affect each other. Due to the limited page, we provide the
generation details of these two confusions in the Appendix.

Results. Table 1 shows the results on synthetic datasets with
independent and correlated confusions. As shown, our CCC
achieves superior performance than state-of-the-art meth-
ods across all scenarios. Based on the minimal improvement
(M.L) results, it is evident that the M.I. achieved at the last
epoch is notable, which suggests that our CCC effectively
prevents over-fitting while improving the model’s best per-
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formance. On the other hand, the common baseline approach
Majority Voting performs worst consistently, and the accu-
racy at last epoch decreases a lot compared to the best one,
which is consistent with other works (Cao et al. 2019; Chu,
Ma, and Wang 2021; Li et al. 2023a; Rodrigues and Pereira
2018; Li et al. 2020). This is because the naive majority vote
fails to consider the difference among confusions of anno-
tators, making the DNN eventually over-fits to the noisy la-
bels. As for the approaches that consider annotators differ-
ently, their results are unstable, none of them performs bet-
ter than any other methods consistently. The accuracy drop is
also observed between the best and last epochs, the reason of
which lies within that the ASCPs (e.g. confusion matrices in
(Rodrigues and Pereira 2018; Cao et al. 2019)) of some an-
notators are poorly modeled, which makes the model finally
memorize the noisy labels. It is worth noting that without us-
ing meta set to correct the learned confusion matrices, CCC
will reduce to CrowdLayer (Rodrigues and Pereira 2018).
With the use of the meta set, the results of our CCC is sig-
nificantly improved compared to that of CrowdLayer (Ro-
drigues and Pereira 2018). This suggests that the confusion
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Method / Dataset | LabelMe | CIFAR-ION | MUSIC
Majorvoe B | 807220.45 | SLOSE0.3T | 67.67£038
Last | 77.1941.18 | 80.89+20.25 | 62.00£1.05
CrowdLayer Bet | S4010.36 | 804350.25 | 716720.50
Last | 82.3240.41 | 80.1440.28 | 69.33-20.93
Doctorer  Best | 82.32:20.40 | 83.6820.33 | 67.3320.74
Last | 81.7320.49 | 83.324£0.29 | 65.330.75
MooniiG Best | 86282035 | 83.25£0.47 | 75332069
Last | 83.1620.66 | 83.1220.63 | 71.67-20.93
CoNAL Best | 87.4610.53 | 82.5120.15 | 74.00L0.80
Last | 84.85+0.91 | 80.92+0.28 | 68.67--1.88
UnorNer Best | 8519047 | 82662112 | 7233058
Last | 82.66-0.38 | 82.3241.09 | 68.33:20.91
Best | 87.65L1.10 | 86.36:10.05 | 76.22..0.42
ML 0.19 2.68 0.89
CCCQurs) 1 ot 84.@9i0.80 86.T12i0.12 72.£9i0.68
ML | 1006 +2.80 122

Table 2: Comparison with state-of-the-art approaches in test
accuracy (%) on real-world datasets. The best results are in
bold. The “M.1.” represents minimal improvement.

matrices employed in CCC are better able to model the ex-
pertise of annotators.

Evaluation on Real-World Datasets

Datasets. Three real-world datasets are adopted for eval-
uation, including LabelMe (Rodrigues and Pereira 2018),
CIFAR-10N (Wei et al. 2022b) and MUSIC (Rodrigues,
Pereira, and Ribeiro 2014). The first two datasets are im-
age classification datasets, while the last one is a music
genre classification dataset. The annotations of these real-
world datasets are collected on Amazon Mechanical Turk.
Results. The evaluation results on three real-world datasets

are presented in Table 2. As shown, our CCC outperforms
other methods in two metrics (best and last) on CIFAR-10N
and MUSIC. Additionally, on the LabelMe dataset, our CCC
yields a new state-of-the-art result in terms of the best accu-
racy during training and achieves competitive accuracy re-
sults at the last epoch. These results provide evidence that
our CCC is effective in handling real-world crowd-sourced
annotations. Remarkably, the results of our CCC on CIFAR-
10N are even comparable to the results that were trained
with clean labels (refer to the Appendix). This means that
the expertise of annotators in the CIFAR-10N dataset has
been fully captured by our CCC.

Ablation Study

Annotation Sparsity. To study the performance of CCC
under different sparsity levels, we conduct experiments un-
der different average numbers of annotations. To this end,
we synthesize 4 more sets of annotations for the CIFAR-
10 (Krizhevsky, Hinton et al. 2009) benchmark with an aver-
age number of annotations of 1,5,7,9, the confusion patterns
of these datasets are identical to CIFAR-10-IND-I. The first
chart in Figure 4 depicts the corresponding results compared
to CrowdLayer (Rodrigues and Pereira 2018), from which
we can see that our CCC yields higher test accuracy in both
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Figure 4: The ablation studies on sparsity level (top) and
number of annotator groups (bottom). The horizontal axis
represents average number of annotators (top) and number
of annotator groups (bottom), while the vertical axis denotes
test accuracy.

best and last metrics. Remarkably, even in the sparsest case,
our CCC can still bring significant improvement (17.15% on
best and 32.95% on last).

Number of Annotator Groups. As shown in Figure 3, there
are various annotator groups in crowd-sourcing datasets,
hence it is not necessary to consider all the annotators sep-
arately. However, the number of annotator groups is hard to
identify, because the true labels are not available in practice.
Therefore, in our CCC, the number of annotator groups G is
deemed as a hyper-parameter. We conduct the ablation study
of GG on the CIFAR-10-IND-I dataset. The second chart in
Figure 4 demonstrates the test accuracy (%) over different
G’s. If G is small, distinct annotators may be grouped to-
gether, leading to potential interference between their an-
notations. Conversely, if G is large, similar annotators may
be considered separately, resulting in poor modeling of their
expertise due to annotation sparsity.

Conclusions

In this work, we proposed a novel framework called Coupled
Confusion Correction (CCC) to learn from multiple anno-
tators, where the confusion matrices learned by one model
can be corrected by the meta set distilled from the other. To
further alleviate annotation sparsity, we unite various anno-
tators based on their expertise using K-Means so that their
confusion matrices could be corrected together. Besides,
we reveal a common but neglected phenomenon in crowd-
sourcing datasets that there are always annotators who pro-
vide seldom labels, which hinders the modeling of their
expertise. Through extensive experiments across both syn-
thetic and real-world datasets, we show that our CCC signif-
icantly outperforms other state-of-the-art approaches.
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