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Abstract

Conventional embedding-based models approach event time
prediction in temporal knowledge graphs (TKGs) as a rank-
ing problem. However, they often fall short in capturing es-
sential temporal relationships such as order and distance. In
this paper, we propose TEILP, a logical reasoning framework
that naturaly integrates such temporal elements into knowl-
edge graph predictions. We first convert TKGs into a tem-
poral event knowledge graph (TEKG) which has a more ex-
plicit representation of time in term of nodes of the graph.
The TEKG equips us to develop a differentiable random walk
approach to time prediction. Finally, we introduce conditional
probability density functions, associated with the logical rules
involving the query interval, using which we arrive at the time
prediction. We compare TEILP with state-of-the-art methods
on five benchmark datasets. We show that our model achieves
a significant improvement over baselines while providing in-
terpretable explanations. In particular, we consider several
scenarios where training samples are limited, event types are
imbalanced, and forecasting the time of future events based
on only past events is desired. In all these cases, TEILP out-
performs state-of-the-art methods in terms of robustness.

Introduction
Temporal knowledge graphs (TKGs) are an important repre-
sentation when dealing with dynamic and time-dependent
relationship between entities. They have various applica-
tions such as healthcare and medical research, social event
analysis, and recommendation systems. TKGs contain the
quadruple (es, P, eo, t) describing the relation P between
subject entity es and object entity eo at time t. Due to
their large scales, real-world TKGs usually suffer from in-
completeness. Thus, link prediction and time prediction,
i.e., inferring missing entity and time with existing facts,
are the common reasoning tasks for TKGs, proposed in ei-
ther formal structured query or natural language (Saxena,
Chakrabarti, and Talukdar 2021) (Chen, Liao, and Zhao
2023). Compared with link prediction, time prediction is
even more challenging as a regression task (Cai et al. 2022).

Existing embedding-based methods consider time predic-
tion as a ranking problem, e.g., HyTE (Dasgupta, Ray, and
Talukdar 2018), Time-Aware Embedding (Garcı́a-Durán,
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Dumančić, and Niepert 2018), DE-SimplE (Goel et al. 2020)
and TNT-ComplEx (Lacroix, Obozinski, and Usunier 2020).
The underlying principle is to calculate the score of each
timestamp given the triple of subject, object and relation.
To predict intervals, TimePlex (Jain et al. 2020) introduces
a greedy coalescing strategy, which greedily extends the
timestamp with the highest score into an interval. Although
these methods give time predictions, they can neither han-
dle unseen timestamps nor utilize the intrinsic connections
between timestamps such as temporal order and distance.

Alternatively, inductive logical reasoning methods, e.g.,
StreamLearner (Omran, Wang, and Wang 2019), TLogic
(Liu et al. 2022), and TILP (Xiong et al. 2023), have de-
sirable features when applied to TKGs, as they provide in-
terpretable and robust inference results, and can easily incor-
porate external background knowledge and domain-specific
rules into the reasoning. However, these qualitative predi-
cates based logical rules alone are not enough for time pre-
diction. Thus, several methods built on the temporal point
process, e.g., Know-Evolve (Trivedi et al. 2017), GHNN
(Han et al. 2020), TLPP (Li et al. 2020) and TELLER (Li
et al. 2021), have been introduced to solve the forecasting
task, i.e., time prediction from previous events. Compared
with the general setting, this task is restricted since all his-
tory events are required, and its target is to predict the time
gap between the last known event and the next one.

In this paper, we propose TEILP which converts TKGs
into a temporal event knowledge graph (TEKG) and enables
a differentiable random walk approach to solve the time pre-
diction problem. In TEILP, for each learned rule, a con-
ditional probability density function is associated with the
query interval. This density function is then used in a Gaus-
sian mixture model to predict the time. We achieve better
performance than embedding methods while providing an
additional benefit of human-readable logical explanations.
More specifically, our main contributions are:
• We propose TEILP, a temporal logical reasoning frame-

work for time prediction. It is the first inductive approach
that directly learns temporal logical rules and associated
conditional probability density functions for the time pre-
diction.

• We introduce a novel differentiable temporal random
walk approach by converting TKGs into TEKG where
multi-type nodes denote either events or timestamps, and
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multi-type edges denote either entities or temporal rela-
tions.

• We achieve better performance than state-of-the-art base-
lines on five benchmark TKG datasets. Our model also
demonstrates its robustness in several scenarios where
training samples are limited, event types are imbalanced,
and forecasting the time of future events based on only
past events is desired.

Related Work
Time prediction over knowledge graph has been a chal-
lenging task since the timestamps come from a continuous
space with intrinsic dependencies such as order and dis-
tance. Embedding-based methods, e.g., HyTE (Dasgupta,
Ray, and Talukdar 2018), Time-Aware Embedding (Garcı́a-
Durán, Dumančić, and Niepert 2018), DE-SimplE (Goel
et al. 2020) and TNT-ComplEx (Lacroix, Obozinski, and
Usunier 2020), focus more on link predication, and con-
sider time prediction as a similar ranking problem for dif-
ferent timestamps. HyTE projects the relation and entities
on all the temporal hyperplanes, and orders the timestamps
according to their plausibility scores. TNT-ComplEx creates
time-dependent embeddings for entities and relations, and
examines as to how the score of facts changing with time.
To handle the interval prediction task, the authors of Time-
Plex (Jain et al. 2020) introduces a greedy coalescing strat-
egy, and extends embedding-based models via additional
temporal constraints (relation recurrence, ordering and time
gap distribution). When predicting time, both embedding-
based scores and these constraints are considered to rank
the timestamps. Time2box (Cai et al. 2021) considers times-
tamps as box filters, picking out correct answers for tempo-
ral queries. However, embedding-based timestamp ranking
methods cannot be very accurate since they ignore the inter-
dependencies (such as order of events and time distance be-
tween the events), and cannot handle unseen timestamps.

Symbolic methods for temporal knowledge graph rea-
soning use only qualitative predicates, e.g. StreamLearner
(Omran, Wang, and Wang 2019), TLogic (Liu et al. 2022),
ALRE-IR (Mei et al. 2022), TILP (Xiong et al. 2023), and
thus have no capability of time prediction. The authors of
NeuSTIP (Singh et al. 2023) solve this problem by introduc-
ing a Gaussian distribution for the query timestamp. How-
ever, depending on both path embedding and rule head em-
bedding, their method is not applicable to the inductive set-
ting. In addition, there are several inefficiency in their ap-
proach: (i) The distribution parameters are only related to
the head predicate and the first predicate in the rule body,
and hence many different rule patterns share the same pa-
rameters. (ii) Given a path connecting the subject and object
entity, they only use one timestamp from the first body pred-
icate, ignoring other useful information. (iii) They assume to
know the temporal relation between the head predicate and
the first body predicate, which is unknown in time predic-
tion.

Another body of works looked into a related (forecasting)
task of how to predict the time of next future event given all
previous events. These works tend to use the temporal point

Figure 1: An example TKG (left) and the corresponding
TEKG (right). The first row are the original versions, and
the second row are the enhanced versions.

process (TPP) for modelling. Embedding-based methods in-
clude Know-Evolve (Trivedi et al. 2017), GHNN (Han et al.
2020) and EvoKG (Park et al. 2022). Symbolic methods in-
clude TLPP (Li et al. 2020) and TELLER (Li et al. 2021).
Compared with the general setting of Temporal Knowledge
Graph Completion (TKGC), this forecasting task is more
restrictive since not all history events are available in real-
world applications. Due to the essence of causal sequence
modelling, auto-regressive strategy, i.e., generating outputs
based on past outputs and inputs, will also fail without the
temporal order prior of the queries.

Our Framework
Problem Definition Let E be the set of entities, P be the
set of predicates (or relations), T be the set of timestamps,
I ⊂ T ×T be the set of intervals. A TKG G ⊂ E×P×E×I
is composed of quadruples (es, P, eo, I) where es, eo ∈ E
denote subject and object entities, respectively, P ∈ P de-
notes predicate (or relation), and I ∈ I denotes the time. Let
(es, P, eo, ?) be the query. Then, our objective is to predict
the time I based on the observed facts from the same TKG
G. Compared with link predication, time prediction is more
challenging as a regression (or interval estimation) task.

Temporal Event Knowledge Graph To solve the time
prediction problem, given a TKG, we propose to convert the
corresponding TEKG uniquely as the following. In TEKG,
there exist two types of nodes: i) For each fact (es, P, eo, I)
in TKG, we define a corresponding event node F ∈ F ,
where F is the set of facts, i.e., F := (es, P, eo, I). ii) For
each timestamp t in TKG, a corresponding timestamp node
T is defined in TEKG. Given the node definition, we further
define three types of edges: i) An entity edge EFF ′ exists
from F to F ′ iff some entity e ∈ E is the object of F as well
as the subject of F ′; ii) A temporal order edge ETT ′ exists
between consecutive timestamp nodes T and T ′; iii) A start
time edge EFT,s or end time edge EFT,e exists from F to
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Figure 2: The illustration of rule-based time prediction.

T iff T is the start time or end time of F . Figure 1 visual-
izes an example TKG and the corresponding TEKG where
F1 = (’Jackson’, ’StudyIn’, ’Harvard’, [2018, 2021]), F2 =
(’Nancy’, ’StudyIn’, ’Harvard’, [2020, 2023]) and F3 =
(’Jackson’, ’WorkIn’, ’New York’, [2021, 2023]).

Given the above definition, we describe an important
property of TEKG: if there exists a path of entity edges be-
tween two event nodes, we can always find a correspond-
ing path in TKG. This property ensures that we can find
in TKG the equivalents of logical rules learned in TEKG.
Further, we consider the common enhancement strategy of
adding inverse edges in TKG. These inverse edges which in-
terchange the position of subject and object entity are intro-
duced to allow bi-directional random walks in TKG. Sim-
ilarly, in TEKG, we define mirror nodes F−1 to represent
these inverse events. The entity edges and start time or end
time edges of mirror nodes follow the same definition as
original nodes. Figure 1 also visualizes the enhanced TKG
and corresponding TEKG by adding inverse edges and mir-
ror nodes, respectively. As the foundation of our approach,
TEKG enables a differentiable random walk process. It al-
lows us to better learn rule structure and confidence using
gradient-based optimizer.

Temporal Logical Rules in TEKG A temporal logical
rule of length l ∈ N in TEKG is defined as

ZRP ,I1,··· ,Il(Iq)← E (Fq, F1) ∧ · · · ∧ E (Fl−1, Fl)

∧ E(Fl, Fq) ∧ Pq (Fq) ∧ P1 (F1) ∧ · · · ∧ Pl (Fl)

∧ TR1(I1, I2) ∧ · · · ∧ TRl−1(Il−1, Il)

(1)

where Fq denotes the query event, and Iq denotes its inter-
val. {Fi}i∈N denote the variables of fact, and {Ii}i∈N de-
note their interval. We ground these variables during infer-
ence. To allow generalization, E(·) denotes an entity edge
related to any entity e ∈ E , and Pi(·) denotes a grounded

predicate, TRi(·) ∈ {Before, Overlap, After, Any} denotes
a grounded temporal relation between two intervals (times-
tamps), which is defined in (Xiong et al. 2023). Predicate
Z(·) ∈ {0, 1} acts as an indicator on its arguments in rela-
tion to the rule RP := [Pq, P1, · · · , Pl, TR1, · · · , TRl−1]
and relevant intervals {I1, · · · , Il}.

The left arrow in rule is called “implication”, i.e., the rule
body on the right implies the rule head on the left. The rule
head ZRP ,I1,··· ,Il(·) indicates whether Iq satisfy RP given
the relevant intervals {I1, · · · , Il}. The rule body contains
the query predicate Pq(·), which is given in time prediction,
and a cyclic path involving Fq , specified by predicate Pi(·)
and temporal relation TRi(·). The intuition here is to use
logical rules to help us find l relevant events {F1, · · · , Fl}
for time prediction of the query Fq .

Logical Reasoning via Random Walk
Given a logical rule, the grounding process is to replace vari-
ables into constant terms. If the structure of rule body can
be corresponded to a path in knowledge graph, the inference
is equivalent to performing random walk under some con-
straints. In our temporal logical rules, there are three types
of constraints: connectivity, predicates and temporal rela-
tions. We first design the operator for node attributes. Given
the predicate P (·), for every node Fm ∈ F , the operator
MP ∈ {0, 1}|F|×|F| is defined such that its (m,m) entry is
1 iff P (Fm) is true. We then define the operator for edge at-
tributes. Given the connectivity E(·) and temporal relation
TR(·), for every pair of events Fm, Fn ∈ F , the operator
ME,TR ∈ {0, 1}|F|×|F| is defined such that its (n,m) entry
is 1 iff ∃e ∈ E , s.t. both E(Fm, Fn) and TR(Im, In) are
true, where Im and In are the time of Fm and Fn, respec-
tively. Note that, we use a single operator for connectivity E
and temporal relation TR, which implicitly implies a logical
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“and” in the rules. Compared with using separate operators,
this strategy is more efficient in practice.

Given the operators, we define a differentiable temporal
random walk with a recurrence formulation:

vi+1 =

|TR|∑
j=1

αi
jME,TRj

 |P |∑
k=1

βi
kMPk

vi

 (2)

where vi ∈ [0, 1]|F| is the state vector for step i, represent-
ing the probability distribution of different events. MPk

with
the predicate index k is the operator for Pk, and βi

k is the
weight for Pk at step i. Here we use a soft selection from
different predicates: ∀i, βi

k ∈ [0, 1] and
∑|P |

k=1 β
i
k = 1. Sim-

ilarly, ME,TRj with the temporal relation index j is the op-
erator for both E and TRj , and αi

j is the weight for TRj at

step i. We have ∀i, αi
j ∈ [0, 1] and

∑|TR|
j=1 αi

j = 1 as a soft
selection from different temporal relations.

Time Prediction
To use inductive rules in (1) for time prediction, we intro-
duce a conditional probability density function G(·) which
describes the relationship between Iq and {I1, · · · , Il}.
There exist multiple choices for G(·). In this paper, we con-
sider modelling the time gap between the query timestamp
in Iq and the known timestamp in {I1, · · · , Il}. The intu-
ition is that the time gap shares the same probability distri-
bution among different events. For example, the time gap
between the same person’s birth date and death date, i.e.,
a person’s lifespan, follows a Gaussian distribution, across
different persons. Similarly, the time gap between the same
person’s birth date and university graduation date follows
another Gaussian distribution. Further, we consider these
distributions evolving with time, e.g., the lifespan of modern
people is significantly longer than that of ancient humans.

To be specific, the relationship between Iq := [tq,s, tq,e]
and {I1 := [t1,s, t1,e], · · · , Il := [tl,s, tl,e]} is defined as:

GRP ,b(tq,b|I1, · · · , Il) =
l∑

i=1

aPq,b,i · gRP ,b,i(tq,b|Ii) (3)

where G(·) denotes the conditional probability density re-
lated to a pattern RP and subscript b = {’s’, ’e’}. Note that,
(3) updates G whenever the rule in (1) is satisfied by the tem-
poral pattern of events, i.e., RP : ZRP ,I1,··· ,Il(Iq) = 1. The
components g(·) denote the conditional probability density
related to RP , subscript b and index i with learnable weights
aPq,b,i ∈ [0, 1] and

∑l
i=1 aPq,b,i = 1, where Pq denotes the

query predicate.

gRP ,b,i(tq,b|Ii) = wPq,b,i · fRP ,b,i,s (tq,b − ti,s)+(
1− wPq,b,i

)
· fRP ,b,i,e (tq,b − ti,e)

(4)

where the components f(·) denotes the conditional proba-
bility density related to RP , b, i and subscript ’s’ or ’e’ with
learnable weights wPq,b,i ∈ [0, 1]. More details for the prob-
ability density function design are shown in the supplemen-
tary material. During training, functions f(·) will be fitted,

Algorithm 1 : Rule Learning

Input: Temporal knowledge graph G, query event Fq ,
target interval Iq := [tq,s, tq,e].
Parameters: Maximum rule length L, flag for duration
modelling Ftd .
Output: Rule patterns SRP

, probability density func-
tions gRP ,b,i(·), attention vectors α, β, γ.

1: Convert G into temporal event knowledge graph G′.
2: Sample cyclic random walks of length l ∈ [1, L] on G′

starting from either Fq or Fq−1 to obtain rule pattern
candidates SRP

and local graph G′q .
3: For each rule pattern RP ∈ SRP

, fit the probability den-
sity functions gRP ,b,i(·) for subscript b ∈ {’s’, ’e’, ’d’}
and index i ∈ {1, l}.

4: For all known events Fm ∈ G′q and target timestamp
tq,b, calculate gRP ,b,i(tq,b|Im) if Fm satisfy RP .

5: Calculate the probabilities Pr(tq,b) based on either (5) -
(9) (event-split version) or (10) (rule-split version).

6: Learn the optimal attention vectors α, β, γ from (11).

and weights a and w will be learned. Further, we consider
two options for modelling tq,e: estimate it directly, or esti-
mate duration tq,d and set t̂q,e := t̂q,s + t̂q,d. We compare
them in experiments.

Rule Learning & Application
The pseudocode for rule learning is described in Algorithm
1. Inspired by Neural-LP (Yang, Yang, and Cohen 2017), we
use an attention mechanism to deal with varying rule length.
Compared with Nerual-LP, which is developed for static link
prediction, we add operators for connectivity, temporal rela-
tion and conditional probability density functions for time
prediction.

u1 = ME,Anyu0 (5)

ui =

|TR|∑
j=1

αi
jME,TRj

 |P |∑
k=1

βi
kMPk

(
i−1∑
τ=0

γi
τuτ

) (6)

uL+1 =

L∑
τ=0

γL+1
τ uτ (7)

yq,b = vT
qME,Any (cq,b,L ⊙ hRPT (uL+1, |St|)) (8)

where ui ∈ [0, 1]|F| denotes the partial inference result at
step i. The recurrent formulation of (6) is based on (2). The
difference is that we use an attention vector, i.e., ∀i, γi

τ ∈
[0, 1] and

∑i−1
τ=0 γ

i
τ = 1, to softly select previous infer-

ence results. The initial result in (5) is the one-hot encod-
ing of the query event, i.e., u0 = vq ∈ {0, 1}|F| whose
q-th entry is 1 only. Further, ME,Any is the matrix oper-
ator for connectivity E and temporal relation ’Any’. Fi-
nally, L ∈ N denotes the maximum rule length. The in-
ference result uL+1 in (7) is a soft selection from all the
previous results {u0,u1, · · · ,uL}. It represents the prob-
ability distribution we arrive at different events after at
most L-step random walk. We calculate the time predic-
tion yq,b ∈ [0, 1]|St|, where subscript b ∈ {’s’, ’e’, ’b’},
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with (8). To allow efficient matrix operations, we quantize
the timestamp range [tmin, tmax] into a set of timestamps
St := {tmin, · · · , tr, · · · , tmax}. In experiments, we use
a uniform discretization, and more complex quantizations
can be adopted. Conditional probability matrix cq,b,L ∈
[0, 1]|F|×|St| is based on the conditional probability den-
sity function gRP ,b,l(·). The detailed calculation of cq,b,L is
given in the supplementary material. Function hRPT(·) du-
plicates uL+1 along axis 1 such that hRPT (uL+1, |St|) ∈
[0, 1]|F|×|St|. Operator ⊙ denotes an element-wise multipli-
cation, and the left part vT

qME,Any is introduced since we re-
quire the path to return to Fq . Note that, we only use the last
event on the path for prediction. In experiments, we found
that middle intervals {I2, · · · , Il−1} have a less significant
impact on the performance. To involve the first event on the
path, a trick here is to replace the query event Fq with its
mirror node Fq−1 . Let yq,b and yq−1,b be the correspond-
ing time predictions. Based on (3), the final time prediction
result can be written as:

Yq,b = aPq,b · yq,b + (1− aPq,b) · yq−1,b (9)

where the learnable weight a ∈ [0, 1] is related to the query
predicate Pq and subscript b.

Further, (5) - (9) essentially provide an event-split version
for time prediction. Given the rules, we first calculate the
probability of arriving at different events, and then predicts
the query given the interval of the events. Alternatively, the
rule-split version is to directly predict the query given the
rule confidence and the interval of the events satisfying the
rule, i.e.,

(Yq,b)r =

|SRp |∑
κ=1

sRκ
p
(α, β, γ) (

∣∣Sκ
path

∣∣)−1

|Sκ
path|∑

ζκ=1

(
aPq ,b·

gRκ
P
,b,1(tr | Iζκ1 ) + (1− aPq ,b) · gRκ

P
,b,lκ(tr | I

ζκ
lκ

))
) (10)

where Yq,b ∈ [0, 1]|St| denotes the time prediction, and
(Yq,b)r denotes its r-th entry corresponding to candidate
tr ∈ St. Rule RP is indexed by κ, and SRp

is the set of
rules. The rule score function s(·) is defined in (Yang, Yang,
and Cohen 2017). Further, Sκ

path is the set of paths given
Fq and Rκ

P . Learnable weight a ∈ [0, 1] is conditioned on
query predicate Pq and subscript b. Finally, Iζκ1 , Iζκlκ are the
corresponding intervals given the ζκ-th path with length lκ.

Based on previous analysis, we know that the task of
learning temporal logical rules is to learn the attention vec-
tors α, β, γ which softly select predicates, temporal relations
and rule lengths, respectively. Inspired by TILP (Xiong et al.
2023), we use an LSTM model illustrated in Figure 2 to en-
sure that current step’s attention vectors depend on previous
steps’. The calculation is given in the supplementary mate-
rial. Further, to ensure the efficiency of our model on large
TKGs, we adopt some acceleration strategies and analyze
the time complexity in the supplementary material.

Training of the model is to minimize the log-likelihood
loss:

L = −
∑
Fq

(log Pr (tq,s | Yq,s) + log Pr (tq,e | Yq,e)) (11)

Algorithm 2 : Rule Application

Input: Temporal knowledge graph G, query event Fq .
Parameters: Rule patterns SRP

, probability density
functions gRP ,b,i(·), attention vectors α, β, γ, flag for
duration modelling Ftd , quantized time range St.
Output: Predicted interval Îq .

1: Convert G into temporal event knowledge graph G′.
2: Given SRP

, obtain a local knowledge graph G′q via
cyclic walks starting from either Fq or Fq−1 on G′.

3: For all known events Fm ∈ G′q and candidate times-
tamps tr ∈ St, calculate gRP ,b,i(tr|Im) if Fm satisfy
RP .

4: Calculate predictions Yq,b with α, β, γ based on either
(5) - (9) (event-split version) or (10) (rule-split version).

5: Estimate t̂q,s with Yq,s based on (12).
6: If Ftd = True, estimate t̂q,d with Yq,d and set t̂q,e =

t̂q,s + t̂q,d, else directly estimate t̂q,e with Yq,e.
7: Set Îq = [t̂q,s, t̂q,e].

where Pr(tq,b |Yq,b) denotes the probability of tq,b given the
prediction Yq,b ∈ [0, 1]|St|.

The pseudocode for rule application is described in Al-
gorithm 2. Given the learned rule patterns SRP

, probability
density functions gRP ,b,i(·) and attention vectors α, β, γ, in-
ference of the model is to find the timestamp tr in St that
maximizes the probability:

t̂q,b = argmax
tr∈St

Pr (tr | Yq,b) (12)

The underlying logic of our method is to model probability
distribution of the query interval. An alternative strategy is
to directly perform regression. We found in experiments that
the regression-based approach is essentially memorizing the
answer. Their performance becomes much worse in the fu-
ture event time forecasting.

Experiments
Datasets We evaluate the proposed method TEILP on
five benchmark temporal knowledge graph datasets: WIKI-
DATA12k, YAGO11k (Dasgupta, Ray, and Talukdar 2018),
ICEWS14, ICEWS05-15 (Garcı́a-Durán, Dumančić, and
Niepert 2018), and GDELT100 (Leetaru and Schrodt 2013).
According to the type of event time, we divide them into two
classes: interval-based (WIKIDATA12k, YAGO11k) and
timestamp-based (ICEWS14, ICEWS05-15, GDELT100).
All these datasets contain temporal facts in a quadruple
form, e.g., (Iran, Express intent to meet or negotiate, China,
2014-02-02). For interval-based datasets, we know both the
start and end time of an event, while for timestamp-based
datasets, we only know the start time. To ensure a fair com-
parison, we use the split provided by (Jain et al. 2020)
for WIKIDATA12k, YAGO11k, ICEWS14, ICEWS05-15
datasets and (Goel et al. 2020) for GDELT dataset. Note that,
we delete the repeated edges in GDELT, and preserve the top
100 entities with the most edges. In the supplementary mate-
rial, we provide a detailed introduction and dataset statistics.
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Model YAGO11k WIKIDATA12k ICEWS14 ICEWS05-15 GDELT100
aeIOU TAC aeIOU TAC MAE MAE MAE

HyTE 0.0541 0.0546 0.0541 0.0722 117.71 1315.46 122.24
DE-SimplE 0.0663 0.0877 0.0484 0.0519 83.87 1348.99 110.35
TNT-Complex 0.0840 0.0975 0.2335 0.2640 120.14 1281.37 115.97
TimePlex (base) 0.1421 0.1503 0.2620 0.3057 99.58 992.04 109.76
TimePlex 0.2003 0.2253 0.2636 0.3054 87.39 1098.07 102.88
NeuSTIP (base) 0.1642 - 0.2627 - - - -
NeuSTIP w/ Gadgets 0.2635 - 0.2630 - - - -
NeuSTIP w/ KGE 0.2488 - 0.2735 - - - -
GBDT 0.1336 0.1432 0.2923 0.2693 85.81 910.16 94.92
TEILP (event-split-td) 0.2675 0.2589 0.3086 0.2995 - - -
TEILP (event-split) 0.2996 0.2861 0.3260 0.3026 70.72 812.07 97.54
TEILP (rule-split-td) 0.2573 0.2575 0.3228 0.3120 - - -
TEILP (rule-split) 0.2977 0.2877 0.3285 0.3153 70.06 774.01 94.45

Table 1: Time prediction performance on the benchmark datasets.

Evaluation Metrics For interval-based datasets, we adopt
a new evaluation metric aeIOU, proposed by (Jain et al.
2020). It is developed from Intersection over Union (IOU),
and has desirable properties for the interval time prediction
task. We also use another popular metric, TAC (Ji et al.
2011) (Surdeanu 2013) for evaluating intervals. The defini-
tions are given as:

aeIOU
(
I, Î
)
=

max
{
1, vol

(
I ∩ Î

)}
vol
(
ConvHull(I, Î)

) (13)

TAC
(
I, Î
)
=

1

2

[
1

1 + |ts − t̂s|
+

1

1 + |te − t̂e|

]
(14)

where I := [ts, te] denotes the ground truth, Î := [t̂s, t̂e] de-
notes the prediction, vol(Ia) represents the length of interval
Ia, ConvHull(Ia, Ib) represents the smallest single continu-
ous interval containing both Ia and Ib, and 1 represents the
smallest time granularity. We use ’1 year’ for both WIKI-
DATA12k and YAGO11k. From (13) and (14), we know that
TAC focuses on the prediction accuracy of the start and end
timestamp of an interval, while aeIOU focuses on the simi-
larity between two intervals. Both of them fall into the range
of [0, 1], and a higher value means a better performance. For
timestamp-based datasets, we follow the settings in (Trivedi
et al. 2017), using Mean Absolute Error (MAE) as the eval-
uation metric with the smallest time granularity of ’1 day’.
Obviously, a lower MAE means a better model performance.

Baseline Methods We compare TEILP1 with stat-of-the-
art baselines for time prediction over knowledge graphs:
HyTE (Dasgupta, Ray, and Talukdar 2018), DE-SimplE
(Goel et al. 2020), TNT-Complex (Lacroix, Obozinski, and
Usunier 2020), TimePlex (Jain et al. 2020), and NeuSTIP
(Singh et al. 2023). As embedding-based methods, HyTE,
DE-SimplE and TNT-Complex rank different timestamps

1Code and data available at https://github.com/xiongsiheng/
TEILP.

given the known subject, object entity and relation. To ob-
tain a time interval prediction, we adopt a greedy coalesc-
ing strategy proposed in (Jain et al. 2020). TimePlex is also
built on embeddings, but it introduces additional temporal
constraints such as relation recurrence, ordering and time
gap distribution. To contrast, NeuSTIP is a temporal neuro-
symbolic model which learns logical rules and Gaussian dis-
tributions from knowledge graphs. In addition, we consider
gradient-boosted decision trees (GBDT), the conventional
machine learning algorithm for a regression task.

Results and Analysis

The results of the experiments are shown in Table 1, where
TEILP outperforms all baselines with respect to all metrics.
For our method, due to the choice of event-split or rule-split
modelling, and whether to use interval duration prediction
(-td), there are four versions, as noted in the table. The max-
imum rule length of our method is set to 5 for YAGO11k,
and 3 for the others. For NeuSTIP, we use the results re-
ported in their paper. For other baselines, we run the code
on all the datasets. To deal with the incomplete events in
YAGO11k and WIKIDATA12k, we remove the test queries
with missing time when evaluating.

Following conclusions can be made from the results. Con-
ventional embedding-based methods are not suitable for
time prediction since they consider it as a ranking prob-
lem similar to link prediction. Different from entities, times-
tamps come from a continuous space and have intrinsic con-
nections such as order and distance. TimePlex improves its
performance by adding temporal constraints. However, these
constraints are still not enough for accurate time prediction.
NeuSTIP introduces a similar probability distribution mod-
elling while our method involves much more timestamps
enhanced by multiple distribution types and temporally-
evolving parameters. Finally, the main limitation of con-
ventional machine learning algorithms such as GBDT is the
failure to capture the complex interactions between different
events.
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Model YAGO11k WIKIDATA12k ICEWS14 ICEWS05-15 GDELT100
aeIOU TAC aeIOU TAC MAE MAE MAE

GHNN - - - - 30.08 150.47 23.97
EvoKG - - - - 29.57 148.17 23.81
TimePlex (base) 0.0700 0.0811 0.0985 0.1031 33.42 164.05 27.25
TimePlex 0.0849 0.0924 0.1120 0.1214 32.08 157.72 25.87
GBDT 0.1258 0.1311 0.1688 0.1771 26.81 141.38 22.78
TEILP 0.3175 0.3763 0.3971 0.4172 24.86 134.89 19.90

Table 2: Time prediction performance in future event time forecasting.

Learned Rules and Distributions Given a query, our ap-
proach uses a chain of events, which connects subject and
object entities, to reason the missing time. In particular, we
focus on the events happening on either subject or object,
which are of the same relation as the query or some other di-
rectly related relations. We found that the time gap between
the query time and known relevant timestamps follows a cer-
tain distribution. We show some examples of learned rules
and distributions here. In the YAGO11k dataset, we learn
the following rule:

ZRP ,I1,I2,I3(Iq)← E (Fq, F1) ∧ E (F1, F2) ∧ E (F2, F3)

∧ E (F3, Fq) ∧ isAffiliatedTo (Fq) ∧ isAffiliatedTo−1 (F1)

∧ isAffiliatedTo (F2) ∧ isAffiliatedTo−1 (F3)

∧ Before(I1, I2) ∧ Overlap(I2, I3)

Given a query Fq = (’David Davis (Supreme Court jus-
tice)’, ’isAffiliatedTo’, ’Republican Party (United States)’,
[?, ?]), we ground the rules with F1 = (’Republican
Party (United States)’, ’isAffiliatedTo−1’, ’Nathaniel P.
Banks’, [1857, 1875]), F2 = (’Nathaniel P. Banks’, ’isAf-
filiatedTo’, ’Independent politician’, [1875, 1877]), and
F3 = (’Independent politician’, ’isAffiliatedTo−1’, ’David
Davis (Supreme Court justice)’, [1872, 1886]). The gen-
erated conditional probability distribution is shown in
Figure 3 (left) where the ground truth and our answer
are [1854, 1870] and [1863, 1871], respectively. Similarly,
given another query Fq = (’John Reynolds (Canadian
politician)’, ’isAffiliatedTo’, ’Reform Party of Canada’,
[?, ?]), we ground the rules with F1 = (’Reform
Party of Canada’, ’isAffiliatedTo−1’, ’Raymond Speaker’,
[1992, 2000]), F2 = (’Raymond Speaker’, ’isAffiliatedTo’,
’Canadian Alliance’, [2000, 2003]), and F3 = (’Cana-
dian Alliance’, ’isAffiliatedTo−1’, ’John Reynolds (Cana-
dian politician)’, [2000, 2003]). The generated conditional
probability distribution is shown in Figure 3 (right) where
the ground truth and our answer are [1997, 2000] and
[1994, 2002], respectively. More examples are shown in the
supplementary material.

More Difficult Problem Settings Inspired by (Xiong
et al. 2023), we demonstrate that TEILP, which uses
symbolic representations and conditional probability den-
sity functions for time prediction, is more robust than
embedding-based methods. In the low-data scenario, given
the same validation and test set, we change the size of the
training set over a broad range. We observe a less pro-

Figure 3: The conditional probability distribution for the
query interval given by TEILP.

nounced drop in our model performance when training sam-
ples are limited. In the imbalanced scenario, given the same
validation and test set, we intentionally reduce the number
of training events of a certain type to investigate its effect
on accuracy. We show that the learning process of TEILP
is less affected by data imbalance. Further, we consider the
scenario of future event forecasting which brings even more
challenges to time prediction than the link prediction stud-
ied in (Xiong et al. 2023). In experiments, we re-split the
datasets according to the start time of events. Our finding
from Table 2 is that models based on temporal point pro-
cess will fail with sparse training data. In contrast, both log-
ical rules and time gap distribution modelling provide our
method the generalization to unseen entities and timestamps.
We provide more detailed results and analysis for all the set-
tings in the supplementary material.

Conclusion

TEILP, an inductive logical reasoning framework, has been
proposed to predict time of events in knowledge graphs.
Predicting both timestamp and the interval of time can be
handled by our framework. Experiments on five benchmark
datasets indicate that TEILP achieves better performance
than state-of-the-art methods while providing logical expla-
nations. In addition, we consider more difficult scenarios in
temporal knowledge graph reasoning, where TEILP outper-
forms all baseline methods. An interesting direction for fu-
ture work is to predict entity attributes or event attributes
which are changing with time. We need to develop efficient
tools for numerical variable modelling and effectively com-
bine them with logical rules learning, which will further ex-
tend the expressive power of neural-symbolic methods.
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