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Abstract

This work explores the zero-shot adaptation capability of
semantic skills, semantically interpretable experts’ behavior
patterns, in cross-domain settings, where a user input in inter-
leaved multi-modal snippets can prompt a new long-horizon
task for different domains. In these cross-domain settings, we
present a semantic skill translator framework SemTra which
utilizes a set of multi-modal models to extract skills from
the snippets, and leverages the reasoning capabilities of a
pretrained language model to adapt these extracted skills to
the target domain. The framework employs a two-level hi-
erarchy for adaptation: task adaptation and skill adaptation.
During task adaptation, seq-to-seq translation by the lan-
guage model transforms the extracted skills into a semantic
skill sequence, which is tailored to fit the cross-domain con-
texts. Skill adaptation focuses on optimizing each semantic
skill for the target domain context, through parametric in-
stantiations that are facilitated by language prompting and
contrastive learning-based context inferences. This hierarchi-
cal adaptation empowers the framework to not only infer a
complex task specification in one-shot from the interleaved
multi-modal snippets, but also adapt it to new domains with
zero-shot learning abilities. We evaluate our framework with
Meta-World, Franka Kitchen, RLBench, and CARLA envi-
ronments. The results clarify the framework’s superiority in
performing long-horizon tasks and adapting to different do-
mains, showing its broad applicability in practical use cases,
such as cognitive robots interpreting abstract instructions and
autonomous vehicles operating under varied configurations.

1 Introduction
The promise of zero-shot policy deployment across different
domains stems from the capability to immediately adapt its
pre-trained knowledge to unfamiliar environments without
the need for extensive data collection or fine-tuning. Such
capability could revolutionize fields where safety is crucial,
and where a single failure can lead to significant conse-
quences and substantial costs, such as autonomous driving
and robotics. However, achieving robust zero-shot adapta-
tion in these fields remains challenging due to the intricacies
of given tasks and the dynamic nature of their deployment
environments (Chalaki et al. 2019; Harrison et al. 2017).

*Honguk Woo is the corresponding author.
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In the realm of reinforcement learning (RL) and imita-
tion learning, policy adaptation has seen some exploration,
with researchers leveraging various forms of task specifi-
cation to deduce the given task domain. For instance, sev-
eral studies utilized video demonstrations or expert trajec-
tories from similar domains (Zhao et al. 2022; Kim et al.
2020), while others pivoted towards language instructions
provided by users (Goyal, Mooney, and Niekum 2023; Ichter
et al. 2022), or video-language interleaved demonstrations in
multi-modal user interfaces (Jiang et al. 2023). Furthermore,
in (Xu et al. 2022), expert trajectories from the target domain
were directly employed for task inference.

In this work, we investigate the problem of cross-domain
zero-shot policy adaptation, with a focus on an inclusive and
generalized approach to process user inputs relevant to long-
horizon tasks across diverse domains. To be specific, we
consider situations where the policy is prompted with a task-
relevant input, presented as multi-modal interleaved snippets
encompassing video, sensor data, and textual elements. In
light of this consideration, we introduce a novel framework
SemTra, grounded in the notion of semantic skill translation
that spans multi-domains. The framework is designed with
a two-tiered hierarchical adaptation process, first at the task
level, followed by the skill level, to enhance the potential for
zero-shot policy adaptation to target domains.

During task adaptation, our framework harnesses the rea-
soning strengths of Pretrained Language Models (PLMs) to
interpret the task specification (Ichter et al. 2022; Huang
et al. 2022). This specification, encapsulated within a se-
quence of multi-modal interleaved snippets, is transformed
into a sequence of semantically interpretable skill represen-
tations (semantic skills). For skill adaptation, the framework
employs a parametric approach to instantiate skills, integrat-
ing domain contexts into the semantic skills. These contexts
may not be solely encapsulated in the task specification or
input snippets, as they can also be dynamically captured
during the evaluation time through interactions with the
deployment environment. Subsequently, these domain con-
texts form domain-randomized meta-knowledge, enabling
the framework to achieve context-parameterized skill instan-
tiation.

The contributions of our work are summarized as follows.
(i) We present the novel framework SemTra, addressing the
challenging yet practical issues of cross-domain zero-shot
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Figure 1: Cross-domain zero-shot adaptation for a multi-
modal task prompt: our framework is given a task prompt
filled with partial demonstrations and instructed contextual
cues in multi-modal snippets. The framework conducts a
two-phase adaptation, initially translating the snippets to se-
mantic skills at the task level, and subsequently optimizing
them into actions for the target domain at the skill level.

policy adaptation for long-horizon tasks. (ii) We devise a ro-
bust, hierarchical adaptation algorithm that leverages PLM
prompting for the task-level adaptation and disentangles se-
mantic skills and domain contexts to enable the skill-level
optimization through parametric instantiations across differ-
ent domains. (iii) We intensively evaluate our framework in
over 200 cross-domain scenarios with Meta-World, Franka
Kitchen, RLBench, and CARLA simulation environments,
demonstrating its broad applicability in practical use cases,
such as cognitive robots and autonomous driving.

2 Problem Formulation
We consider a multi-modal task prompt P := (x1, · · · , xN )
comprising a sequence of snippets, where each snippet xi is
given in one of several modalities such as video, sensor data,
and text. We presume that P presents a source task specifi-
cation, and some snippets may contain pertinent information
or guidance beneficial for cross-domain adaptation. Given a
single task prompt P , our work is to establish a framework
to find the optimal model ϕ∗. The model maps P to a policy
πP , maximizing the expected evaluation performance:

ϕ∗ = argmax
ϕ

[
E

(D,P)∼ptgt(D,P)
[ED(ϕ(P))]

]
. (1)

Here, ED(ϕ(P)) is an evaluation function for the policy
ϕ(P) in a target domain D.

As illustrated in Figure 1, the task prompt is comprised
of multiple modalities; e.g., the Video1 snippet offers a vi-
sual demonstration of an expert performing “turning on the
kitchen lights”, the Sensor1 snippet captures the trajectory
of “turning on the microwave.”, the Video2 snippet visu-
ally represents the process of “boiling the water in the ket-
tle”, and the Text1 snippet “do fast” contains contextual

clues about the task execution in the environment, such as
a fast-food restaurant. These snippets collectively formu-
late the source task specification and also serve as a guide
for adaptation in the target domain. The evaluation function
ED(ϕ(P)) in (1) assesses the task performance, particularly
concerning cooking and serving maneuvers in the target do-
main D with some stringent time constraints in this case.

3 Approach
3.1 Overall Framework
To tackle the challenge of cross-domain zero-shot adapta-
tion with a multi-modal task prompt, we develop a seman-
tic skill translator framework SemTra. As illustrated in Fig-
ure 1, SemTra decomposes the cross-domain adaptation hi-
erarchically into two-phase linguistic adaptation procedures.
In the task adaptation phase, the framework captures the
task discrepancy between the source and target domains by
extracting a domain-invariant task solution using semantic
skills. To do so, a pretrained vision-language model (VLM)
is leveraged to establish the domain-agnostically learned se-
mantic skills from the video snippets. The knowledge of
PLM is also used to align the semantic skill sequence with
the subtasks in the target domain. In the skill adaptation
phase, the semantic skills are instantiated into an actual ac-
tion sequence optimized for the target domain.

3.2 Task Adaptation
For a task prompt P = (x1, · · ·xN ), our framework inter-
prets it to produce a sequence of semantic skill embeddings
zt. These embeddings are represented in a language space
and correspond to successive timesteps t during task execu-
tion in the target environment.

ΦD ◦ ΦE : (st,P = (x1, · · · , xN )) 7→ zt (2)

This adaptation involves multi-modal skill encoders ΦE and
a semantic skill decoder ΦD, where each encoder takes the
input specification as outlined by the task prompt, and the
decoder maps the encoded specification into the semantic
skills to be executed in the target environment. To train
the encoder and decoder models, we use a dataset D =
{(Pi, τi)}i, where Pi is a task prompt and τ is an expert
trajectory in the target environment. Specifically, we use τ =
{(st, at, vt, lt)}t with state st, action at, visual observation
vt, and semantic annotation lt, where lt is a description of a
skill or behavior at timestep t, e.g., “push a button”, follow-
ing (Shin et al. 2023; Ichter et al. 2022; Pertsch et al. 2022;
Shridhar, Manuelli, and Fox 2022).

Multi-modal skill encoders. The encoders ΦE convert a
task prompt into a skill-level language instruction η as

ΦE : P = (x1, · · · , xN ) 7→ η := (l
(src)
i1

, · · · , l(src)iI
) (3)

where each l
(src)
ij

is a language token. In this work, we con-
sider three different modalities in snippets (i.e., video, sensor
data, and text), although another modality can be incorpo-
rated through its respective encoder implementation.
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Figure 2: Two-phase policy adaptation in SemTra. (1) Task adaptation: the multi-modal skill encoders ΦE produce a skill-
level language instruction from the task prompt. In the figure, we specifically describe the training of a video skill encoder,
contrastively learned through a pretrained VLM (ΨV ,ΨL). The skill-level instruction is then translated into a semantic skill se-
quence through the semantic skill sequence generator ΦG based on a PLM. The skill boundary detector ΦB infers the boundary
of semantic skills upon a current state in the target domain. (2) Skill adaptation: the context encoder Φ(g)

C identifies instructed
domain contexts using both the skill-level instruction and the semantic skill sequence, generating an executable skill sequence.
The online context encoder Φ(o)

C captures environment hidden contexts at runtime. The behavior decoder π generates actions
optimized for the target domain, based on the executable skills and environment hidden contexts, along with the current state. 1

To train the video skill encoder ΨV , which maps a video
snippet x = (v0:T ) to skill-level language tokens, we lever-
age the video-to-text retrieval and text prompt learning with
the pretrained VLM, V-CLIP (Xu et al. 2021), in a similar
way of (Shin et al. 2023). Specifically, consider the V-CLIP
(ΨV ,ΨL) model of a video encoder ΨV and a text encoder
ΨL. A text prompt θp, a small set of learnable parameters
in ΨL is learned using a contrastive learning loss (van den
Oord, Li, and Vinyals 2018) on a batch {(vt−H:t, lt)} ∼ D.
This optimization increases the similarity of video embed-
ding ΨV (vt−H:t) and its language embedding counterpart
ΨL(lt; θp). Once θp is trained, we use the retrieved semantic
skill from the video snippet, i.e., ΨV (vt−H:t) :=

argmaxl∈Lvl
sim(ΨV (vt−H:t),ΨL(l; θp)) (4)

where sim(·, ·) is a similarity function and Lvl =⋃
l∈τ∈D{l} denotes a set of textually represented semanti-

cally interpretable skills. For sensor data snippets, we use a
supervised classifier which predicts the semantic annotation
lt from a state-action sub-trajectory (st−H′:t, at−H′:t). For
text snippets, we use an identity function.

Semantic skill decoder. Given a skill-level instruction η
in (3) and state st, the semantic skill decoder ΦD yields a
semantic skill zt for each timestep t, i.e.,

ΦD : (st, η) 7→ zt (5)

by using two models, the semantic skill sequence genera-
tor ΦG and the skill boundary detector ΦB . The former ΦG

generates a sequence of target semantic skill embeddings
through seq-to-seq translation, leveraging the knowledge of
PLMs.

ΦG : η 7→ (zj1 , · · · , zjJ ) (6)

At each timestep t, the latter ΦB determines whether to con-
tinue executing the current skill zt or to transition to the next
skill in the sequence until the task is completed. It evaluates
the probability that ongoing semantic skill is terminated:

ΦB : (st, zt, st0) 7→ p ∈ [0, 1] (7)

with state st, semantic skill zt, and its initial state st0 .
For training ΦG, we exploit the skill encoders ΦE

that can extract a target semantic sequence (zj1 , · · · , zjJ )
from the video trajectory of τ (tgt) through (4). Subse-
quently, ΦG is supervised using a cross-entropy-based
loss on these target semantic sequences. Regarding ΦB ,
it is trained using a binary cross-entropy loss, i.e.,
BCE(ΦB(st, zt, st0), 1zt ̸=zt+1). This task adaptation proce-
dure is presented in the middle of Figure 2.

3.3 Skill Adaptation
In conjunction with the task adaptation, which generates a
semantic skill sequence, the framework also encompasses a
skill adaptation phase, where each skill is adapted individu-
ally to suit the target domain. It takes as input the semantic
skill sequence ξ := (zj1 , · · · , zjJ ) in (6), paired with a skill-
level language instruction η in (3), and the current state st. It
continuously generates an action at for each timestep during
the execution of ξ in the target domain, employing a context
encoder Φ(g)

C and a behavior decoder π.

π ◦ Φ(g)
C : (st, η, ξ) 7→ at (8)

Domain context encoder. The context encoder Φ(g)
C trans-

forms a semantic skill sequence into a series of executable
skills appropriate for the target domain, by taking into ac-
count the cross-domain contexts encapsulated in a given task
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Algorithm 1: Two-phase adaptation of SemTra

1: Task prompt P , target trajectory τ (tgt) = {(st, vt, at, lt)}
2: Domain contexts {z̄′j1 , · · · , z̄

′
jJ } of τ (tgt)

3: Multi-modal skill enc. ΦE , skill sequence generator ΦG

4: Skill boundary detector ΦB , context encoder Φ(g)
C

5: Online context encoder Φ(o)
C , behavior decoder π

/* Task adaptation in Section 3.2 */
6: η ← ΦE(P) using (3), ξ ← ΦG(η) using (6)
7: ξ′ ← {ΨV (vt−H:t) : t} with deduplication using (4)
8: ΦG ← ΦG −∇ΦG

(CrossEntropy(ξ, ξ′))
9: (z0, · · · , zT )← {ΨV (vt−H:t) : t} using (4)

10: ΦB ← ΦB −∇ΦB
(BCE(ΦB(st, zt, st0), 1zt ̸=zt+1

))
/* Skill adaptation in Section 3.3 */

11: {z̄j1 , · · · , z̄jJ } ← Φ
(g)
C (η, ξ) using (9)

12: Φ
(g)
C ← Φ

(g)
C −∇

Φ
(g)
C

(CrossEntropy(z̄ji , z̄
′
ji))

13: ht ← Φ
(o)
C (st−H′:t, at−H′:t−1) using (11)

14: π ← π −∇π(MSE(π(st, z̄t, ht), at)

prompt. This involves utilizing the knowledge of PLMs to
capture domain-specific features from the coupled skill-level
instruction η and its associated semantic skill sequence ξ.

Φ
(g)
C : (η, ξ) 7→ (z̄j1 , · · · , z̄jJ ), where z̄ := (z, fz, dz) (9)

Here, each executable skill z̄ is parameterized by a semantic
skill z ∈ ξ, a domain factor fz , and a magnitude dz asso-
ciated with fz . The cross-domain context information in η
is used to infer the domain factor, which modulates the ac-
tual action execution of each semantic skill according to the
specific requirements of the target domain; e.g., the domain
factor for the semantic skill “move to a destination” could be
the surface type or the required speed in the target domain.

Behavior decoder. Given an executable skill sequence
(z̄j1 , · · · , z̄jJ ) in (9), the behavior decoder π is learned to
infer an action sequence optimized for the target domain.

π : (st, z̄t) 7→ at (10)

Furthermore, to adapt to temporal domain shifts that are not
fully covered by the task prompt, an online context encoder
Φ

(o)
C is utilized to infer a hidden context ht over timesteps t:

Φ
(o)
C : (st−H′:t, at−H′:t−1) 7→ ht. (11)

Then, this hidden context is concatenated with z̄t in (10).
This Φ(o)

C can be implemented by using reconstruction (Zint-
graf et al. 2020; Rakelly et al. 2019) or contrastive learn-
ing (Shin et al. 2023; Qiu et al. 2022). This skill adaptation
procedure is on the right side of Figure 2. Algorithm 1 out-
lines the two-phase adaptation in SemTra.

4 Evaluation
4.1 Experiment Setting
Environments. For cross-domain adaptation evaluations,
we use the Franka Kitchen (Fu et al. 2020) (FK) and Meta-
World (Yu et al. 2019) (MW) environments. In these envi-
ronments, each task T is composed of N subtasks that must

be completed in the correct order. This allows us to explore
the compositionality of complex tasks and investigate the
long-horizon imitation performance (Shin et al. 2023; Nam
et al. 2022; Pertsch, Lee, and Lim 2020; Gupta et al. 2019).

Baselines. For comparison, we test VIMA (Jiang et al.
2023) that incorporates multi-modal task prompts to a cross-
attention-based Transformer for one-shot imitation learning,
and we implement TP-GPT, a multi-modal task prompt-
ing approach, that specifically uses the decoder-only Trans-
former with self-attention (Shafiullah et al. 2022; Xu et al.
2022). Furthermore, we implement a video generation-based
task prompting method VCP, similar to (Du et al. 2023;
Chane-Sane, Schmid, and Laptev 2023) that incorporates
task prompts to video embeddings-conditioned policies. We
also implement a language generation-based task prompt-
ing method TP-BCZ that employs the state-of-the-art multi-
modal zero-shot imitation framework (Jang et al. 2022).

Evaluation metrics. We employ two performance evalu-
ation metrics in cross-domain zero-shot policy adaptation:
K-rate (KR) that evaluates the rate of unseen task domains
in which at least K out of N subtasks are completed, similar
to the evaluation metric used in long-horizon tasks by (Mees
et al. 2022); N -rate (NR) that evaluates the average rate of
successfully completed subtasks out of N subtasks. In our
evaluation, we set N = 4 for Franka Kitchen and N = 3 for
Meta-World.

Evaluation datasets. We use 9 unseen long-horizon eval-
uation tasks (e.g., each being defined by an unseen order
of subtasks) in Franka Kitchen and 8 unseen long-horizon
tasks in Meta-World. We also use 12 skill-level domain con-
texts (e.g., instructed domain contexts for time constraints
and time-varying domain contexts for the non-stationarity
of environments). Based on the combination of these unseen
tasks and contexts, we establish a total of 108 and 96 distinct
unseen target domains for Franka Kitchen and Meta-World,
respectively. Detailed explanations for training datasets and
examples of task prompts can be found in Appendix B.

4.2 Results
Cross-domain performance. We evaluate the cross-
domain performance in both K-rate and N -rate, wherein a
policy is evaluated in a zero-shot manner for different target
domains. In Table 1, SemTra consistently outperforms the
baselines, specifically 36.34% and 66.24% N -rate higher
than the most competitive baselines VCP in Franka Kitchen
and TP-GPT in Meta-World, respectively. With respect to
the K-rate metric, the margin of superiority becomes more
significant for larger K, underlining the robust adaptation
capabilities of SemTra, especially for long-horizon tasks.

Single-domain (reference) performance. To analyze the
cross-domain performance, we also use the single-domain
scenarios (i.e., one-shot imitation within a single-domain)
as a reference, where we treat the task prompt as a demon-
stration specific to the target domain. As shown in Table 2,
SemTra shows 13.89% and 58.33% higher N -rate than the
most competitive baseline TP-GPT in Franka Kitchen and
Meta-World, respectively. More importantly, we confirm the
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Env KR VIMA BCZ GPT VCP SemTra

FK

K=1 63.6 55.1 51.1 62.2 100.0
K=2 31.3 19.5 32.0 32.8 80.0
K=3 13.9 3.1 14.2 16.8 61.7
K=4 5.3 0.0 7.5 7.5 23.1
NR 28.3 19.4 26.2 29.8 66.2

MW

K=1 18.5 17.4 35.4 22.7 86.2
K=2 4.8 6.4 3.2 4.8 82.8
K=3 0.0 0.0 0.0 0.5 72.6
NR 7.6 7.8 13.1 8.4 79.3

Table 1: Cross-domain performance in K-rate and N -rate.

robust cross-domain performance of SemTra (in Table 1),
which is comparable to this single-domain performance;
specifically, the degradation is minimal, when transitioning
from single-domain to cross-domain experiments. In con-
trast, the baselines experience a relatively large degradation.

Env KR VIMA BCZ GPT VCP SemTra

FK

K=1 96.2 62.9 92.5 77.7 100.0
K=2 62.9 22.2 74.0 55.5 85.1
K=3 22.2 3.7 40.7 29.6 66.6
K=4 11.1 0.0 19.6 11.1 40.7
NR 48.1 22.2 59.2 43.5 73.1

MW

K=1 37.5 29.1 33.3 50.0 100.0
K=2 12.5 16.6 8.3 12.5 79.1
K=3 3.7 1.5 0.0 0.0 62.5
NR 16.6 15.2 22.2 20.8 80.5

Table 2: Single-domain performance in K-rate and N -rate.

In the following, we use this single-domain performance
in N -rate as a reference in comparison.

Task-level cross-domain performance. We specifically
investigate the cross-domain adaptation performance under
task-level domain changes, the scenarios where the order of
subtasks in the target domain is not the same as that of a
given task prompt. For the cross-domain setting, we con-
sider task prompts involving snippets beneficial for the adap-
tation, such as “in reverse order”. With no consideration of
skill-level cross-domain contexts, we test 27 and 24 unseen
task prompts for Franka Kitchen and Meta-World, respec-
tively. Table 3 shows that SemTra exhibits robust perfor-
mance for the “Reverse” and “Replace” cases with N -rate
decline of 7.08% and 5.97% in Franka Kitchen and Meta-
world, respectively, compared to the single-domain refer-
ence performance (“Ref.”). In contrast, TP-GPT degrades
by 9.39% and 2.5% in N -rate. This specifies the task-level
adaptation capabilities of SemTra, specifically empowered
by the semantic skill decoder based on a PLM.

Skill-level cross-domain performance. Table 4 shows
the cross-domain adaptation performance, particularly for
skill-level domain changes, in which each skill or subtask is
required to adapt to the target domain. For each instructed
domain context, we compute the average N -rate perfor-
mance across different non-stationary hidden contexts. For
example, “Fast” in the “Domain” column indicates domain

Env Dom VIMA BCZ GPT VCP SemTra

FK
Ref. 48.1 22.2 59.2 43.5 73.1
Rev 46.3 14.8 50.9 62.9 71.3
Rep 30.9 15.4 48.8 26.1 64.2

MW
Ref. 16.6 15.2 22.2 20.8 80.5
Rev 5.5 9.7 8.3 8.3 76.3
Rep 8.8 8.8 13.3 5.5 80.0

Table 3: Task-level cross-domain performance in N -rate.

contexts associated with stringent time limits in the envi-
ronment, which can be instructed (specified) by a given
task prompt; the snippets beneficial for the skill-level cross-
domain context, such as “do fast”, are given. For each
row in the table, we experiment with 36 and 32 different
task prompts for Franka Kitchen and Meta-World, respec-
tively. SemTra exhibits robust performance compared to the
baselines, showing 39.35% and 65.73% higher in Franka
Kitchen and Meta-World than the most competitive base-
lines TP-BCZ and TP-GPT, respectively. This is attributed
to our disentanglement scheme, which effectively separates
domain-invariant semantic skills from domain contexts.

Env Dom VIMA BCZ GPT VCP SemTra

FK
Ref. 48.1 22.2 59.2 43.5 73.1
Gust 13.6 23.1 12.7 15.7 59.9

Flurry 7.8 19.4 4.4 16.6 61.3

MW
Ref. 16.6 15.2 22.2 20.8 80.5
Slow 1.0 12.5 9.3 4.1 72.1
Fast 3.4 0.0 11.4 15.2 80.2

Table 4: Skill-level cross-domain performance in N -rate.

Semantic correspondence in multi-modal space. In Fig-
ure 3, we visualize a set of video demonstrations and the
trajectories of the zero-shot policy in SemTra. We use the V-
CLIP embedding space. A numeric index in the legends cor-
responds to a semantic skill. As observed, the demonstration
trajectories (on the left side of the figure) traverse through
distinct clusters of semantic skills, reflecting the alignment
of the skills with the expert behavior patterns. The policy’s
trajectories (in the middle of the figure) in the target domains
share a similar space with the demonstrations. In addition,
the trajectories from different domains (“Dom”s in legends)
for a single semantic skill (on the right side of the figure)
tend to form distinct clusters, indicating the variations in the
execution of a specific skill in different domain contexts.

Demo: 0
Dom0: 0
Dom1: 0
Dom2: 0

Demo: 1
Dom0: 1
Dom1: 1
Dom2: 1

Demo: 2
Dom0: 2
Dom1: 2
Dom2: 2

Demo: 3
Dom0: 3
Dom1: 3
Dom2: 3

Demo Trajectory Demo: 0
Demo: 1 Demo: 2 Demo: 3

Policy in TargetDemonstration

Figure 3: Semantic correspondence in V-CLIP space.
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4.3 Ablation Studies
PLMs for skill sequence generation. To implement the
semantic skill sequence generator ΦG in (6), we test sev-
eral PLMs, including relatively lightweight models such as
GPT2, GPT2-large (Radford et al. 2019), and Bloom (Scao
et al. 2022). These models are selected based on the con-
sideration that they can be fine-tuned with the GPU system
resources available in an academic setting. In Figure 4, these
PLMs consistently exhibit higher sample efficiency than the
model trained from scratch. There is also a positive correla-
tion between the size of the PLMs and the accuracy of skill
sequence generation. This specifies that the logical reason-
ing abilities of PLMs are instrumental in task adaptation.

We also evaluate the suitability of advanced PLMs such as
GPT3 (Brown et al. 2020), GPT3.5, GPT4 (OpenAI 2023),
and PaLM (Chowdhery et al. 2022) for the skill sequence
generator, in a zero-shot context, without any fine-tuning. To
this end, we engineer an augmented task prompt to contain a
semantic skill set, which is presented to the PLMs along with
the skill-level instruction. Our observations reveal that GPT3
and GPT3.5 encounter difficulties in generating the correct
sequence, especially when reversing the execution of a skill
sequence, while GPT4 and PaLM achieve relatively better
performance. These results are consistent with our motiva-
tion to leverage the advancements in PLMs in enabling ro-
bust translation from intermediate instructions to semantic
skill sequences.

(a) Fine-tuning Performance
Gradient StepsTr
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(b) Zero-shot Performance
Cross-Domain Context

Figure 4: PLMs for skill sequence generator: (a) PLM fine-
tuning case; the x-axis denotes the gradient update steps, and
the y-axis denotes the accuracy of the skill sequence gener-
ation. (b) PLM zero-shot case; only an engineered prompt is
adopted without any model fine-tuning.

Conditional components for behavior decoding. We test
several representations for the conditional components to
the behavior decoder in (10) to evaluate our skill adapta-
tion phase. Specifically, we explore variations in the in-
puts to the behavior decoder instead of executable skills z̄t
in (10): N-GPT uses a given task prompt in multi-modal
snippets in (2); L-GPT uses a skill-level instruction in (3)
that has been encoded in the language embedding space by
the multi-modal encoders; V-GPT is the same as L-GPT but
employs the video embedding space; T-GPT takes the entire
sequence of executable skills in (9) bypassing the sequence
segmentation in (7).

In Table 5, comparing N-GPT and {V, L}-GPT, we ob-
serve that retrieving semantics from video demonstrations

improves performance in N -rate by 16.45%. L-GPT out-
performs V-GPT, specifying that skill embeddings in the
language space are more efficient than those in the video
space; this pattern was observed in previous work (Jang
et al. 2022). T-GPT outperforms L-GPT by 12.54%, indicat-
ing the effectiveness of the skill sequence generation of our
framework. Finally, SemTra outperforms T-GPT by 35.57%,
demonstrating that a behavior decoder conditioned with a
single skill is suitable. These consistent results clarify the
benefits of our skill adaptation based on disentangled skill
semantics and target domain contexts, enabling parametric
skill instantiation.

Env N-GPT V-GPT L-GPT T-GPT SemTra
FK 4.1 19.4 40.2 42.8 72.2

MW 2.7 8.1 11.8 34.3 76.1

Table 5: Conditional components for behavior decoding.

Sample efficiency in semantic annotations. As ex-
plained in Section 3.2, we leverage a training dataset
with semantically annotated target trajectories. Recogniz-
ing the challenges associated with acquiring a large anno-
tated dataset, we employ the video skill encoder, which was
trained on a small annotated dataset, to pseudo-label on
unannotated demonstrations. We evaluate the impact of the
annotated dataset size on the efficacy of our framework. Ta-
ble 6 shows the accuracy of the video skill encoder (in the
row of Skill Pred.) and the cross-domain adaptation perfor-
mance (N -rate) with respect to the number of annotations
used. Remarkably, utilizing only 50 videos per semantic
skill (approximately 0.23% of the entire dataset) is sufficient
for our framework to achieve comparable performance to the
cases where annotations are provided at every timestep.

# Ann. 3 5 7 10 50 Every
Skill Pred. 68.5 68.5 84.4 89.6 99.7 100.0
N -rate 45.8 46.6 64.7 64.4 71.1 72.7

Table 6: Sample efficiency in semantic annotations

4.4 Use Cases
Cognitive robot manipulator. We verify the applicabil-
ity of SemTra with cognitive robot manipulation scenarios
using the RLBench robotic manipulation simulator (James
et al. 2020), in which a task prompt is presented as abstract
user commands in natural language (contrast with our task
prompts containing video demonstrations.) Specifically, we
experiment with three different command styles, similar to
the applications of SayCan (Ichter et al. 2022). A Summa-
rized sentence command offers an abstract instruction for
conveying long-horizon tasks. An Abstract verbs command
encompasses synonymous verbs to convey desired actions.
An Embodiment command narrates the current environ-
ment conditions and the constraints of the robot manipulator.
Table 7 demonstrates the efficacy of SemTra in processing
these abstract commands, specifying the comprehensive task
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prompting structure as well as the ability to harness the log-
ical reasoning capabilities of PLMs. Furthermore, the two-
phase adaptation facilitates modular approaches for different
levels of policy adaptations using PLMs. It also supports the
flexible integration of future, more advanced PLMs.

SayCan SemTra
GPT-3 PaLM GPT-3.5 GPT-4 PaLM

Summ. 76.6 100.0 53.3 100.0 100.0
Abst. 60.0 100.0 73.3 100.0 100.0
Emb. 86.6 100.0 60.0 100.0 100.0

Table 7: Performance in cognitive robot manipulations.

Autonomous driving. With the autonomous driving sim-
ulator CARLA (Dosovitskiy et al. 2017), we verify the
skill adaptation ability across different vehicle configura-
tions (agent embodiments) such as sedans and trucks. The
driving agent must calibrate steering, throttle, and brake re-
sponses according to the specific vehicle configuration it
manages. Its goal is to reach the destination in the shortest
path as depicted in Figure 5, where skills are semantically
defined as driving straight, turning left, and turning right. We
calculate the normalized return based on the rewards yielded
by a rule-based policy. As shown in Table 8, SemTra outper-
forms the most competitive baseline VCP by 1.94 ∼ 5.00%.

Throttle Value

D
en

sit
y

Start

Goal

Straight
Right
Left

Figure 5: The left graph represents the difference in expert
action distribution based on vehicle configurations. The right
figure shows a semantic skill sequence to reach the goal.

Vehicle type VIMA BCZ GPT VCP SemTra
Sedan 79.4 74.7 62.7 78.3 83.3
Truck 33.4 68.6 65.1 70.5 72.4

Table 8: Performance in autonomous driving.

5 Related Works
Cross-domain policy adaptation. Recently, there has
been a surge in cross-domain policy adaptation techniques
exploring task specifications (Goyal, Mooney, and Niekum
2023; Pertsch et al. 2022). A relevant subset of this trend
is cross-domain one-shot imitation, which exploits demon-
strations from the source domain to tackle tasks in differ-
ent target domains (Zhao et al. 2022; Kim et al. 2020; Liu
et al. 2018; Yu et al. 2018; Gupta et al. 2017). For instance,
(Zhao et al. 2022) introduced a contrastive learning-based

video encoder to bridge visual domain gaps between demon-
strations and target environments. (Kim et al. 2020) em-
ployed the generative adversarial learning to handle embod-
iment and dynamics differences, while (Goyal, Mooney, and
Niekum 2023) delved into task-level domain disparities, di-
rectly transferring source expert trajectories to target actions
using a Transformer-based policy. Our work is in the same
vein, but it distinguishes itself by accommodating a unified
multi-modal specification for task prompting. We also con-
centrate on long-horizon tasks, incorporating the knowledge
of PLMs into our framework to explore the compositionality
and parametric execution capability of semantic skills.

Semantic skills in RL. In the RL literature, several studies
introduced policy learning and adaptation methods, particu-
larly investigating semantically interpretable skills (seman-
tic skills). Recently, Saycan (Ichter et al. 2022) employed
a PLM to plan semantic skills from abstract linguistic in-
structions. Utilizing an offline RL dataset collected from an
environment with domain-specific rewards, this novel ap-
proach learns to estimate the value of each semantic skill
at a specific scene, effectively opting to execute the most
valuable skill. Furthermore, (Pertsch et al. 2022) exploited
human demonstrations with semantic annotations via state
distribution matching to expedite RL training. However, our
emphasis lies on their ability to adapt in a zero-shot manner
across domains by developing a novel two-phase adaptation
process.

Multi-modality in robotic manipulation. In recent stud-
ies on robotic manipulation, several approaches leveraging
large-scale pretrained multi-modal models have been in-
troduced, showing promise in enhanced policy generaliza-
tion by adeptly integrating both visual and language instruc-
tions (Guhur et al. 2023; Shridhar, Manuelli, and Fox 2022;
Liu et al. 2022). (Jang et al. 2022) proposed a multi-modal
imitation learning framework, which trains the vision en-
coder by maximizing the similarity of video embeddings and
the PLMs embedding vectors of video descriptions. (Jiang
et al. 2023) proposed a unified robot-manipulation frame-
work capable of integrating interleaved video-language in-
puts by encoding them with pretrained vision and language
models. To the best of our knowledge, SemTra is the first to
consider a unified multi-modal task prompt and incorporate
the knowledge of PLMs and parametric semantic skills into
cross-domain policy adaptation procedures.

6 Conclusion
We presented the semantic skill translator SemTra, a frame-
work that leverages the knowledge of PLMs to achieve
zero-shot policy adaptation across different domains. In the
framework, we employ a two-tiered adaptation process in
which a sequence of multi-modal interleaved snippets serves
as a task prompt, facilitating task-level semantic skill gener-
ation and skill-level refinement tailored to the target domain
contexts. In our future work, we will explore the versatility
of PLMs more under intricate cross-domain conditions that
require dynamic adjustments of a skill sequence based on
real-time observations.
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