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Abstract
This paper considers learning the hidden causal network of
a linear networked dynamical system (NDS) from the time
series data at some of its nodes – partial observability. The
dynamics of the NDS are driven by colored noise that gen-
erates spurious associations across pairs of nodes, rendering
the problem much harder. To address the challenge of noise
correlation and partial observability, we assign to each pair of
nodes a feature vector computed from the time series data of
observed nodes. The feature embedding is engineered to yield
structural consistency: There exists an affine hyperplane that
consistently partitions the set of features, separating the fea-
ture vectors corresponding to connected pairs of nodes from
those corresponding to disconnected pairs. The causal infer-
ence problem is thus addressed via clustering the designed
features. We demonstrate with simple baseline supervised
methods the competitive performance of the proposed causal
inference mechanism under broad connectivity regimes and
noise correlation levels, including a real world network. Fur-
ther, we devise novel technical guarantees of structural con-
sistency for linear NDS under the considered regime.

Introduction
Complex Networked Dynamical Systems (NDS) are
causally structured: the state of each unit or node evolves
over time due to peer-to-peer interactions or local informa-
tion exchange (Barrat, Barthélemy, and Vespignani 2008).
Examples include: brain activity (Huang and Ding 2016;
Liégeois et al. 2020); Gene Regulatory Networks (Aalto
et al. 2020; Casadiego et al. 2017); or pandemics (Ganesh,
Massoulié, and Towsley 2005; Wan et al. 2014). Under-
standing the underlying connectivity pattern in these appli-
cations is fundamental to forecast the long term behavior
of the NDS as, for example, predicting the onset of crit-
icality (Eroglu et al. 2020) or neurological crises (Douw
et al. 2010); ascertaining whether a strain of virus persists
or dies out in the long run (Lahmanovich and James 1976);
or for structure-informed downstream tasks, e.g., the design
of mitigation measures (Ren et al. 2019) in a pandemics.

In all these applications, usually, only the time series data
at some of the nodes are readily available while the under-
lying causal structure linking these nodes lurks underneath.
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The main goal of causal inference or structure identification
is to map out the underlying causal architecture of a com-
plex system, i.e., to enable consistent inference of the latent
network structure from the observed data.

For the most part, causal inference is addressed in two
phases: i) Estimation Phase— a scalar value is assigned
to each pair of nodes as a proxy to the pair’s coupling
strength or affinity (e.g., mutual information); ii) Classifica-
tion Phase— a thresholding or hypothesis testing is applied
to the estimated couplings to draw the network, consistently.

Reference (Machado et al. 2023) departed from this ap-
proach and addressed the framework of partial observability
(with diagonal or uncorrelated noise), under a novel feature
based paradigm. Instead of a scalar-based estimation for the
pairs’ affinity, a feature vector is assigned to each pair of
nodes, and structure is recovered by leveraging certain iden-
tifiability properties of the engineered features in a higher-
dimensional space (instead of thresholding). Desirable char-
acteristics of this feature based approach include: i) Separa-
bility —there exists a manifold that separates the features of
connected pairs from those of disconnected pairs; ii) Stabil-
ity—this separation manifold should not be too sensitive to
differences in the regimes of connectivity, observability and
noise correlation of the underlying complex system; and iii)
Locality—the feature of each pair can be computed from
the time series of each pair (or neighboring pairs thereof).
Separability is a necessary property to consistently cluster
the features, i.e., for structure inference; stability renders su-
pervised ML tools (e.g., SVM) amenable to generalization;
and locality of the features is crucial for large-scale systems
where only a subset of nodes can be feasibly observable.

However, in most applications, the underlying excitation
noise exhibits nontrivial correlation structure. Depending on
the regime of observation or noise structure, information
about the main object of inference may be fundamentally
lost (Barbier et al. 2023). The level of noise plays a major
role in the feasibility of statistical inference tasks in that the
problem can be impossible, hard (possible, but no known
polynomial-time algorithm), or easy, depending on the noise
level (Barbier et al. 2019). It is thus, critical to understand
the impact of the noise structure on inference problems.

In this work, we address causal inference under the deli-
cate regime of partial observability and structured noise. For
this structure identification problem, and defying common
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wisdom in statistical physics, we show that structural infor-
mation is preserved in the partially observed time series irre-
spective of the level of noise correlations, as long as they are
sufficiently homogeneous across pairs (Theorem 2). Under
greater correlation heterogeneity, we show that exogenous
interventions help recover feasibility.

Our contribution is twofold: i) we establish a novel iden-
tifiability condition for linear networked dynamical systems
(Theorem 2); ii) we propose novel features to devise a
Machine Learning based causal inference mechanism ex-
hibiting competitive performance under the referred regime.
Point i) provides, in particular, novel guarantees for linear
networked dynamical systems, where the information of the
underlying network structure is contained in the observed
time series data (i.e., it is not fundamentally lost).

Related Work
There is no universal method for causal inference, i.e., there
does not exist an algorithm that is consistent and optimal
across a broad range of attributes, including: 1) dynami-
cal laws; 2) structural patterns – sparse, dense networks;
3) regimes of observability (full or partial); and 4) statis-
tical properties of the input or perturbation noise. For ex-
ample, if the observed data follow a Gaussian multivariate
distribution, the Precision matrix – or regularized versions
thereof, e.g., Graphical Lasso – is a structurally consistent
estimator (Loh and Wainwright 2013); if the samples fol-
low a ferromagnetic Ising model distribution, then the cor-
relation matrix is a possible consistent estimator over sparse
networks (Montanari and Pereira 2009); Chow-Liu’s mutual
information based seminal algorithm (Chow and Liu 1968)
is structurally consistent for a great family of probability dis-
tributions generating the i.i.d. samples, but it is specialized
to trees; Granger (Geiger et al. 2015; Matta, Santos, and
Sayed 2020; Santos, Matta, and Sayed 2020; Chen, Wang,
and Shen 2022) is consistent for linear dynamical systems
(even under partial observability), but it exhibits compro-
mised performance under colored noise and partial observ-
ability; conditional independence tests and corresponding
measures seldom fit densely connected networked systems.

For a recent comprehensive discussion on related causal
inference works, please refer to (Machado et al. 2023)
or (Matta, Santos, and Sayed 2020). Most works focus on
sparse networks – by methods primarily promoting model-
parsimony – and/or unstructured excitation noise, i.e., in-
dependence of the exogenous noise across distinct nodes
in the system. While this renders the inference task tech-
nically tractable, for the most part, it is an overall unrealis-
tic assumption. For example, this noise independence across
nodes is a fundamental assumption in Structural Causal
Models (SCM) (Pearl 2009; Peters, Janzing, and Schlkopf
2017) and underlies the structural consistency of condi-
tional independence tests based algorithms (Spirtes 2001;
Spirtes, Glymour, and Scheines 2000; Anandkumar et al.
2013; Anandkumar and Valluvan 2013) as well as other
ML-based approaches (Melnychuk, Frauen, and Feuerriegel
2022; Cao et al. 2023; Runge et al. 2019; Cheng et al. 2023;
Marcinkevičs and Vogt 2021). Several works explore lin-
ear networked dynamical systems (Materassi and Salapaka
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Figure 1: Sufficient condition for structural consistency. The
plots represent the off-diagonal entries of the corresponding
matrices: the estimator, the ground truth and the error.

2012, 2015; Pereira, Ibrahimi, and Montanari 2010; Santos,
Matta, and Sayed 2020; Matta, Santos, and Sayed 2022) tai-
lored to sparse networks and uncorrelated noise. The recent
reference (Shaikh Veedu and Salapaka 2023) considers lin-
ear dynamic influence models (LDIMs), defined in the fre-
quency domain, with correlated noise and develops a Wiener
based approach specialized to sparse networks – leveraging
on a sparse + low rank method. The reference makes im-
portant limiting assumptions on the noise correlation: i) it
results from affine interactions; and, ii) the excitation noise
is assumed independent across latent nodes.

In this work, we address the causal inference problem for
linear networked dynamical systems (NDS) when the noise
across nodes is correlated and under the partial observabil-
ity regime (only a subset of nodes is observed). We provide
novel technical guarantees of structural consistency or iden-
tifiability and show that the proposed approach exhibits sig-
nificant superior performance than benchmark alternatives
across distinct regimes of network connectivity, observabil-
ity, and noise correlation. We assume no knowledge of the
underlying noise covariance matrix or the network of inter-
actions, and we impose no assumptions on the particular na-
ture of the noise correlations.

Problem Formulation
The time series data streams from the linear Networked Dy-
namical System (NDS) given by

y(n+ 1) = Ay(n) + x(n+ 1), (1)

where y(n) = [y1(n) y2(n) . . . yN (n)]
⊤ ∈ RN represents

the state-vector of the N -dimensional NDS collecting the
state yi(n) of each node i = 1, 2, . . . , N at time n; x(n)
is the zero mean input noise at time n with finite first and
second order moments, i.e., it admits a well-defined covari-
ance matrix Σx ∈ SN+ , and (x(n))n∈N is independent across
time n; A ∈ RN

+ is the non-negative symmetric interaction
matrix describing the graph linking the nodes as its support.
We assume that the spectral radius of A is smaller than 1,
ρ(A) < 1, i.e., the dynamical system is assumed stable.
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Namely, we assume that A is stochastic up to a multiplica-
tive constant, i.e., A = ρA where A is stochastic and ρ < 1.

The discrete-time linear NDS (1) emerges naturally from
time discretization of continuous-time linear stochastic dif-
ferential equations as, e.g., in (Pereira, Ibrahimi, and Mon-
tanari 2010; Aalto et al. 2020). These linear stochastic net-
worked dynamical systems may also describe nonlinear
networked dynamical systems operating close to an equi-
librium state with small enough noise level (Ching and
Tam 2017; Ren et al. 2010), in the spirit of the Hartman-
Grobman linearization Theorem (Barreira and Valls 2012).
Linearity can also be recovered via appropriate Koopman-
based embedding in higher dimensional spaces (Mauroy
and Goncalves 2016; Lusch, Kutz, and Brunton 2018; Hos-
sain, Adesunkanmi, and Kumar 2023), change of variables,
or statistical transformations like Box-Cox (Passemiers,
Moreau, and Raimondi 2022). These render structural infer-
ence methods developed for the linear NDS (1) consistent or
useful over a broad class of nonlinear NDS.

The goal of graph recovery under full observability is
to infer consistently the support of the interaction ma-
trix A from the time series data {y(n)}Tn=1. Under par-
tial observability (Machado et al. 2023; Santos, Matta,
and Sayed 2020; Mei and Moura 2018; Matta, Santos,
and Sayed 2020; Geiger et al. 2015; Matta, Santos, and
Sayed 2022), it is to recover the support of the subma-
trix AS that links a set S :=

{
m1,m2, . . . ,m|S|

}
of ob-

servable nodes from their time series {[y(n)]S}
T
n=1, where

[y(n)]S
∆
=
[
ym1

(n) ym2
(n) · · ·ym|S|(n)

]⊤ ∈ R|S| is the
|S|-dimensional vector collecting the states of the observed
nodes at each time n, |S| < N .

Define the kth lag empirical covariance matrix R̂k(n)
∆
=

1
n

∑n−1
ℓ=0 y(ℓ + k)y(ℓ)⊤. Similarly to as done in (Machado

et al. 2023), we refer to a matrix-valued estimator as any
map whose input is given by the (observed) time series data
and the output is given by a matrix, namely,

F
(n)
S : R|S|×n −→ R|S|×|S|

{[y(ℓ)]S}
n−1
ℓ=0 7−→ F (n)

S

, (2)

for any given n ∈ N. The ij th entry of the matrix F (n)
S re-

flects the strength of the edge from j to i from n time series
samples. That is, F (n)

S is a matrix summarizing the estimated
affinities between the pairs of nodes in the system. The esti-
mator F (n)

S is structurally consistent whenever the estimated
strength F (n)

ij of any connected pair (i, j) lies above the es-
timated strength of any disconnected pair. In this case, the
underlying network structure is recovered via proper thresh-
olding. This is illustrated in Fig. 1 and it is formalized with
the following definition presented in (Machado et al. 2023).
Definition 1 (Structural Consistency). A matrix-valued es-
timator F (n) is structurally consistent with high prob-
ability, whenever there exists a threshold τ so that,
P
(
F (n)

ij > τ
)

n→∞−→ 1 ⇐⇒ j → i, i.e., j links to i if and

only if the ij th entry of the estimator matrix F (n) lies above
the threshold τ , given a large enough number of samples n.

That is, up to a proper threshold τ ∈ R, the output ma-
trix F (n) reflects the underlying structure of the graph in
that [Supp(AS)]ij = 1{

F(n)
ij >τ

}, for all pairs i ̸= j w.h.p.

We adopt the following three assumptions throughout.

Assumption 1 (NDS Stability). The interaction matrix A is
assumed symmetric, nonnegative and stable, i.e., ρ(A) < 1,
where ρ(A) is the spectral radius of A.

Assumption 2 (Nodewise Homogeneity). We assume that
σ2 = E

[
x2
i

]
for all i.

Remark that σ2 ≥ E [xixj ] ∀i, j, necessarily. Indeed,

0 ≤ E[(xi − xk)
2
] = E[x2

i ] + E[x2
k]− 2E[xixk]

= 2σ2 − 2E[xixk].
(3)

Assumption 3 (Pairwise Distinguishability). We assume
that σ2 > E [xixj ] = [Σx]ij for all i ̸= j. That is, the off-
diagonal entries of the noise covariance matrix are strictly
smaller than the diagonal.

Assumption 1 makes the NDS stable and it is thus natural.
Assumption 2 implies Assumption 3 whenever there are no
pair of nodes with the same noise source, i.e., P (xi ̸= xj) >
0, for i ̸= j. Indeed, from (3), σ2 = E [xixk] if and only if
E
[
(xi − xk)

2
]
= 0 which implies xi

a.s.
= xk. Therefore,

Assumption 3 is mild under Assumption 2.

In view of Assumptions 2 and 3, we shall refer to σ2
gap

∆
=

σ2 −maxi̸=j E [xixj ] > 0 as the gap between the diagonal
and the off-diagonal entries of the noise covariance Σx.

Structural Consistency under Noise Structure
and Partial Observability

We write a matrix-valued estimator, see equation (2), as
F (n)

S = AS + E(n)
S where, under partial observability, AS

is the underlying ground truth interaction matrix, E(n)
S is the

(matrix) error term, and S is the set of observable nodes. As
we now show, for structural consistency, we do not need the
error term to be zero (or to converge to zero with n). Define
Osc

(
E(n)
S

)
∆
= E(n)

max − E(n)
min and let A+

min be the smallest

nonzero entry of AS , where E(n)
max and E(n)

min are the maxi-
mum and minimum off-diagonal entries of the error matrix
E(n)
S . Then, if, with high probability (w.h.p.),

Osc
(
E(n)
S

)
≤ A+

min

2
, (4)

it is easily seen that F (n)
S is structurally consistent. In fact,

condition (4) precludes inversion and consequent loss of
structural information in Definition 1 in the following sense:
If ij is a connected pair and kℓ is a disconnected pair, then
constraint (4) implies that F (n)

ij > F (n)
kℓ necessarily. This

means that, under (4), structure can be recovered via prop-
erly thresholding the off-diagonal entries of the matrix F (n)

S ,
otherwise, structural information is lost. Further, when the
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error matrix is flat, i.e., Off
(
E(n)
S

)
∝ Off

(
11⊤), all the en-

tries of F (n) are the entries of AS shifted by the same quan-
tity. Therefore, again, structural information is preserved.
Fig. 1 offers an illustration of this discussion.

Example: Granger estimator. Reference (Matta, Santos,
and Sayed 2020) studied the error ES for the Granger esti-
mator [R1]S ([R0]S)

−1, under partial observability, where
R1 and R0 are the limit one-lag and correlation matrices,
respectively. Under full observability, Granger recovers the
underlying interaction matrix A w.h.p. since R1 (R0)

−1
=

A. In other words, the limiting error matrix E associated with
Granger under full observability is zero (trivially flat). How-
ever, under partial observability, the limiting error matrix as-
sociated with Granger is given by (Matta, Santos, and Sayed
2020) ES = ASS′

([
R−1

0

]
S′

)−1 [
A2
]
S′S

, where S′ is the
set of latent nodes (complement of S). For diagonal and cor-
related noise structures, this leads to

E(diagonal)
S = ASS′

(
IS′ −

[
A2
]
S′

)−1 [
A2
]
S′S

E(colored)
S = ASS′

([
(
∑∞

i=0 A
iΣxA

i)−1
]
S′

)−1 [
A2
]
S′S

.

(5)
The error E(diagonal)

S has been thoroughly studied in (Matta,
Santos, and Sayed 2020) that shows structural consistency
of the Granger estimator under partial observability and di-
agonal noise. However, even for Granger, there is no known
analysis of E(colored)

S . In fact, under colored noise and partial
observability, Granger’s performance degrades. □

In summary, the behavior of the error matrix E(n)
S de-

termines whether structural information is preserved in the
observed time series or fundamentally lost: an estimator
F

(n)
S is structurally consistent whenever the error matrix is

flat enough w.h.p. However, given a particular estimator,
this error term responds differently to distinct regimes of
i) connectivity of the underlying networked dynamical sys-
tem, ii) observability, or iii) noise structure. This discussion
shows the importance of two delicate steps in structure esti-
mation: i) the characterization of the error term; and ii) the
analysis of the flatness of the error. Indeed, what matters is
the variability and not the (average) drift of its entries. It also
alludes to the difficulty in handling the noise structure.

This paper addresses these questions. The next section
characterizes the error term for the estimator R̂1(n)−R̂3(n)
as a function of the covariance matrix Σx. The following
section establishes a sufficient condition on Σx to guarantee
that the error is flat enough, and so guaranteeing w.h.p. struc-
tural consistency of R̂1(n) − R̂3(n). This provides a suffi-
cient condition that fundamentally asserts when structural
information is preserved in the observed time series data in
the regime of partial observability and colored noise.

Structural Consistency: Error
Characterization

The estimator R̂1(n) − R̂3(n) was first proposed and stud-
ied recently in (Chen, Wang, and Shen 2022) under diagonal
noise. In contrast, we characterize the limiting error term of

this estimator under very broad conditions of full and par-
tial observability and correlated noise, see Theorem 1 below.
This will be used in the next section to develop novel con-
ditions of structural consistency under partial observability
and colored noise for the networked dynamical system (1).
These are conditions on the covariance matrix Σx that if ver-
ified guarantee that structural information is preserved and
can be recovered from the observed time series.

Before proceeding to the main result, observe that, given a
covariance matrix Σx ∈ SN+ satisfying Assumptions 2 and 3,
we can uniquely represent it as

Σx := σ2
gapI + β11⊤ +Σ (6)

where we have defined σ2
gap

∆
= σ2 − maxi̸=j E [xixj ] > 0

and β
∆
= 1

N(N−1)1
⊤Off(Σx), with Off(Σx) representing the

vector collecting the off-diagonal entries of the matrix Σx.
Thus, β stands for the average of the off-diagonals of Σx.

The representation in equation (6) decomposes the covari-
ance into: i) a diagonal matrix σ2

gapI; ii) the average offset
matrix β11⊤; and iii) the matrix Σ containing the variabil-
ity of the off-diagonal entries of Σx. This will be useful.
Theorem 1 (Error Characterization). Under Assumptions 1,
2, and 3, for the NDS (1), we have

1

σ2
gap

(
R̂1(n)− R̂3(n)

)
n→∞−→ A+ E , (7)

with

E ∆
=

1

σ2
gap

[
βρ11⊤ +

(
I −A2

)( ∞∑
i=0

Ai+1ΣAi

)]
, (8)

where the convergence holds in probability. Accordingly, un-
der partial observability, we have

1

σ2
gap

([
R̂1(n)

]
S
−
[
R̂3(n)

]
S

)
n→∞−→ AS + ES . (9)

Proof. Equation (7) is entrywise, so (9) follows directly
from (7). We prove (7). Recall that the limit covariance
matrices are given in terms of the interaction matrix A as
R0

∆
= lim

n→∞
R0(n) =

∑∞
i=0 A

iΣxA
i (solution to the Lya-

punov equation) and Rk = AkR0 for all k ∈ N. These
expressions for R0 and Rk, with representation (6), lead to

R1 = σ2
gap

∑∞
i=0 A

2i+1 + β
∑∞

i=0 A
i+111⊤Ai

+
∑∞

i=0 A
i+1ΣAi

R3 = σ2
gap

∑∞
i=0 A

2i+3 + β
∑∞

i=0 A
i+311⊤Ai

+
∑∞

i=0 A
i+3ΣAi,

.

(10)
Now, σ2

gap

∑∞
i=0 A

2i+1 − σ2
gap

∑∞
i=0 A

2i+3 = σ2
gapA and

β

( ∞∑
i=0

Ai+111⊤Ai −
∞∑
i=0

Ai+311⊤Ai

)

= β
(
I −A2

)( ∞∑
i=0

Ai+111⊤Ai

)

= β
(
I −A2

)
A11⊤(

∞∑
i=0

ρ2i) =
βρ(1− ρ2)

(1− ρ2)
11⊤= βρ11⊤.
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Finally, the last terms in R1 and R3 lead to the second
term in (8). This shows the limits (7) (for full observability)
and (9) (for partial observability).

Define Rk = lim
n→∞

Rk(n) = lim
n→∞

E
[
y(n+ k)y(n)⊤

]
.

By modifying the proof for diagonal noise Σx = σ2I
in (Chen, Wang, and Shen 2022), we can show that, for gen-
eral (spatially) correlated noise Σx, but independent across
time, the empirical covariances R̂1(n) or R̂3(n) converge in
probability to the exact limit covariances R1 and R3.

Theorem 1 characterizes the error term in terms of the
covariance matrix Σx. As a Corollary to Theorem 1, if Σx is
flat, i.e., Σx = σ2

gapI+β11⊤, then the error term associated
with the estimator R̂1(n) − R̂3(n) is flat as well, implying
that the estimator is structurally consistent w.h.p.

Theorem 1 further offers an intuitive interpretation for the
impact of the noise structure Σx on the causal inference
problem. In particular, the hyperparameter β controls the
drift or shift that the underlying ground truth matrix AS suf-
fers under the estimation R̂1(n)−R̂3(n). On the other hand,
the oscillation of the off diagonal entries given in Σ implies
a perturbation on the entries of AS , possibly compromising
structural consistency. Fig. 2 offers an illustration.

Features separability. Lemma 1 in (Machado et al. 2023)
establishes that structural consistency of R̂1(n)−R̂3(n) im-
plies that the set of features {Fij}i̸=j

Fij(n) =
(
[RD(n)]ij , [RD+1(n)]ij , . . . , [RM (n)]ij

)
,

(11)
with D ≤ 1 and M ≥ 3 are affinely separable, i.e., there ex-
ists a particular hyperplane (up to a shift) that consistently
partitions this set. The previous discussion translates into
the feature domain (in view of Lemma 1 in (Machado et al.
2023)): β controls the drift of the features separating hyper-
plane (compromising stability), while the variation Σ of the
off-diagonal entries of Σx induces a spread of the features.

Identifiability under Noise Structure
The next theorem provides a sufficient condition on the noise
covariance Σx and the interaction matrix A that lead to the
linear separability and stability of the (centered) features.

Before proceeding to our main theorem, define Osc(z) =
maxi zi − mini zi as the difference between the maximum
and minimum entries of the vector z – we shall loosely re-
fer to it as oscillation. We state some properties of the map
Osc : RN −→ R+ that will be useful to establish the result.

Property 1. [Contraction] Given a symmetric stochas-
tic matrix A, we have Osc

(
Av
)

≤ Osc (v), as each en-

try of v
∆
= Av lies in the convex hull (Hiriart-Urruty and

Lemaréchal 2001) of the set {v1, v2, . . . , vN} of the entries
of v ∈ RN and, in particular, vi ∈ [vmin, vmax] for all i.

Property 2. [Scalar linearity] Observe that Osc (αv) =
|α|Osc (v) for any v ∈ RN and α ∈ R. Indeed, if α > 0,
then we have αvmax > αvi for any i = 1, 2, . . . , N .

Property 3. [Subadditivity] The map Osc(·) obeys
Osc (B + C) ≤ Osc (B) + Osc (C), for any B,C ∈ RN .
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Figure 2: Impact of the correlation structure of the noise on
the features. The overarching idea (Theorem 1) is that the av-
erage β across the off-diagonals of the covariance Σx yields
a drift of the features, while the oscillation across the off-
diagonals of Σx leads to a greater spread of the features.

Property 4. [Submultiplicativity] The map Osc(·)
obeys: If Osc (Bv) ≤ kbOsc (v) and Osc (Cv) ≤ kcOsc (v)
for all v ∈ RN then,Osc (CBv) ≤ kcOsc (Bv) ≤
kbkcOsc (v) with kb, kc > 0.

Let C (K)
∆
= 1

|K|
∑

k∈K k be the centroid of the set K.

Theorem 2 (Linear Separability & Stability). Let A = ρA,
where A is a stochastic matrix with 0 < ρ < 1. Under
Assumptions 2 and 3, if

Osc (Off(Σx))

σ2
gap

≤ A+
min(1− ρ2)

2ρ(ρ2 + 1)
, (12)

where σ2
gap

∆
= σ2 − maxi̸=j E [xixj ] > 0 and A+

min is the
smallest nonzero entry of the interaction matrix A, then the
centered features {Fij(n)}i̸=j − C

(
{Fij(n)}i̸=j

)
are lin-

early separable and stable.

Proof. The properties of the map Osc(·) yield
Osc

((
I −A2

)
V
)

≤ Osc (V ) + Osc
(
A2V

)
≤ Osc(V ) + ρ2Osc

(
A

2
V
)

≤
(
1 + ρ2

)
Osc (V )

,

(13)
where the first inequality holds in view of Properties 2 and 3;
the second inequality follows from Property 3; and the last
inequality stems from Properties 1 and 4. Therefore, we have

Osc
((
I −A2

)
AV
)

= ρOsc
((
I −A2

)
AV
)

≤ ρ
(
1 + ρ2

)
Osc(V ).

(14)

Now, observe that
∑∞

i=0 A
iΣAi is bounded above and be-

low as follows
Σmin

1− ρ2
11⊤ = Σmin

∞∑
i=0

Ai11⊤Ai ≤
∞∑
i=0

AiΣAi ≤

Σmax

∞∑
i=0

Ai11⊤Ai =
Σmax

1− ρ2
11⊤,
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and thus,Osc
(∑∞

i=0 A
iΣAi

)
≤ (Σmax−Σmin)

1−ρ2 . Therefore,

Osc (E) = Osc
((
I −A2

)
A
∑∞

i=0 A
iΣAi

)
≤ ρ(1+ρ2)

1−ρ2

(
Σmax − Σmin

)
= ρ(1+ρ2)

1−ρ2 Osc
(
Off(Σx)

)
.

(15)

In view, of inequality (4) and Theorem 1, we have structural
consistency (or features separability) whenever Osc (E) ≤
σ2
gapA

+
min

2 , which holds whenever ρ(1+ρ2)
1−ρ2 Osc

(
Off(Σx)

)
≤

σ2
gapA

+
min

2 , in view of inequality (15).

Remark 1 (Exogenous interventions). Under exogenous in-
terventions to the NDS, i.e., y(n + 1) = Ay(n) + x(n +
1) + ξ(n + 1), where ξ(n) ∼ N (0, σ2

ξ ) is i.i.d., and in-
dependent of the process (x(n)), equation (12) becomes
Osc(Off(Σx))

σ2
gap+σ2

ξ
≤ Amin(1−ρ2)

2ρ(ρ2+1) , implying that regardless of the

covariance matrix of the input process (x(n)), the features
are linearly separable w.h.p. as soon as the level (or vari-
ance) σ2

ξ of the external intervention (ξ(n)) is high enough.

We recall that due to the sensitivity of the separating hy-
perplane on the color of the noise, the method deployed
in (Machado et al. 2023) degrades as the average of the abso-
lute values of the off-diagonal entries of Σx increases (cap-
tured by β). To mitigate the shift of the separating hyper-
plane and allow the deployment of supervised methods, we
renormalize the features applying standard scaler. Further,
we observed empirically that incorporating novel matrix-
valued estimators into the vector of features Fij(n) of each
pair ij, greatly helps to mitigate both the drift and the oscil-
lation in the features. This is introduced next.

Novel Features
Define the set of features T (n) =

{
T (n)
ij

}
ij

T (n)
ij =

([([
R̂0(n)

]
S

)−1
]
ij

, . . . ,

[([
R̂M (n)

]
S

)−1
]
ij

)
,

built from the inverse of the observed part of the lag mo-
ments. We have empirically observed that a certain normal-
ized version of these features exhibits nontrivial separability
and stability properties across a broad range of connectiv-
ity regimes and noise correlation levels β. Namely, coupled
with the features F (n), see equation (11), they aid in miti-
gating the oscillation and drift caused by the noise structure.
More concretely, define K(n)

ij =
(
F (n)

ij , T (n)
ij

)
for each ij.

Then, given Lemma 2 in (Machado et al. 2023), the identi-
fiability gap separating the features of connected pairs from
features of disconnected pairs (refer to its formal definition
in (Machado et al. 2023)) is larger for the features K(n) than
for either the features T (n) or F (n) w.h.p. under the suffi-
cient condition in Theorem 2. This tends to make the fea-
tures K(n) more amenable to generalization when using su-
pervised methods to cluster them.

In summary, the proposed features lead to the appropriate
identifiability properties if either the variability of the off-
diagonal entries of Σx is not too large (Theorem 2) or the
exogeneous intervention is large enough (Remark 1).

Methodology
We adopt the following training set

Tr(n)
∆
=
{(

K(n)

ij ,1{Aij ̸=0}

)}
i̸=j

, (16)

where we define the normalized features K(n)

ij :=[
SC
(
K(n)

)]
ij

, with SC denoting the standard-scaler, i.e.,

the set K(n) =
{
K(n)

ij

}
i̸=j

is centered and the entries of

each feature K(n)
ij are normalized to meet unit variance as de-

scribed in (Pedregosa et al. 2011). The standard-scaler nor-
malization helps to mitigate the drift of the features caused
by the average noise cross-correlation β. That is, for train-
ing, we provide a normalized set of features K(n)

, with K(n)

ij
being the feature of the pair ij used as input to a Feed For-
ward Neural Network (FFNN) whose training output should
be the ground truth connectivity of the pair ij, i.e., 1{Aij ̸=0}.

We generate the time series data {y(i)}ni=0 as done
in (Machado et al. 2023), i.e., we first build a graph G on N
nodes and then assign weights to the graph G to obtain an
N × N interaction matrix A that is nonnegative and stable,
i.e., ρ(A) < 1. Namely, we create G as a realization of an
Erdős–Rényi random graph – without self-loops, i.e., Gii =
0 for all i – with N nodes and probability of edge or arrow
placing p. The value of p controls the sparsity of the underly-
ing network. Then, the interaction matrix A is characterized
by: Aij = α

Gij

dmax(G) , for i ̸= j; and Aii = ρ −
∑

k ̸=i Aik,
for all i where dmax(G) is the maximum inwards-degree of
the underlying graph G and α, ρ are stability hyperparame-
ters with 0 < α ≤ ρ < 1. This weight assignment is often
referred to as Laplacian rule (Chung 1994). This generative
process renders the NDS (1) stable and with a support graph
of interactions given by G – the main object of inference in
our framework. To generate a directed graph G, we consid-
ered the realization of the Erdős–Rényi version for directed
graphs also known as Binomial random graph model.

We train FFNNs over one realization of a random graph
model with p = 0.5 and N = 50 and apply this trained
FFNN to networked systems with distinct connectivities ob-
tained with different p. Further, for training, we generate
datasets with distinct average noise cross-correlation levels
β = 0, 5, 10, . . . , 50. Remarkably, our method generalizes
to distinct connectivity regimes and different noise correla-
tion levels as seen in the next Section.

Simulation Results
Fig. 3 displays the performance of distinct structure estima-
tion methods. The performance is captured by the accuracy
of the graph structure estimation as a function of the num-
ber of samples of the time series, known as empirical sample
complexity. The accuracy is determined by the ratio of the
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Figure 3: Plots (a)-(f) contrast the accuracy of distinct methods as a function of the number of time series samples: i) (a)-(c)
undirected networks (graph learning); (d)-(e) directed networks (causal inference); and (f) refers to a directed Brain connectome
matrix. The hyperparameters N , S, β and p displayed framed in the plots entail the underlying regime.

number of directed pairs correctly classified by each method
over the total number of directed pairs comprising the graph.

We have chosen to compare our causal inference
method with: i) the recently proposed feature based ap-
proach (Machado et al. 2023); ii) the Granger estima-
tor (Geiger et al. 2015; Santos, Matta, and Sayed 2020);
iii) the one-lag R̂1(n) estimator (Matta, Santos, and Sayed
2022); iv) the NIG R̂1(n) − R̂3(n) estimator (Chen, Wang,
and Shen 2022); v) the Precision matrix or Graphical Lasso
for sparse regimes (interchangeably) (Friedman, Hastie, and
Tibshirani 2007). While other graph learning or causal in-
ference methods are optimal for specific regimes of observ-
ability or connectivity (mostly for very sparse networks),
the methods ii) − v) we choose as benchmarks are popu-
lar and can be applied to partial observability (with techni-
cal guarantees, e.g., (Mei and Moura 2018; Matta, Santos,
and Sayed 2020)) and across various connectivity graphs
(dense or sparse networks), thus, ideal to be contrasted with
our method across distinct regimes of observability and con-
nectivity. As in (Chen, Wang, and Shen 2022), we deploy
Gaussian mixture on the estimators ii) − v) to recover the
underlying graph from the estimated affinity matrix.

Fig. 3 demonstrates the overall performance superiority
of our method in the colored regimes considered. Fig. 3 (f)
refers to a human brain connectome, obtained via tractog-
raphy (Škoch et al. 2022). In this latter case, we generate
the time series {y(n)}Mn=1 for this real world network to in-

fer its connectivity. The regimes (a)-(c) refer to undirected
graphs obtained as realizations of an Erdős–Rényi random
graph model, and (d),(e) refer to directed graphs, with the
networks drawn from a Binomial random graph model.

The hyperparameters N , S, β and p represent the number
of nodes in the NDS, number of observed nodes, average
cross-correlation of the noise (average of the off-diagonal
entries of Σx), and the probability of edge or arrow plac-
ing in the corresponding Erdős–Rényi or Binomial random
graph model (where applicable). Additional experiments for
undirected graphs are in (Santos et al. 2024).

Concluding Remarks
We studied the problem of network identification from the
times series data streaming from a linear networked dynam-
ical system (NDS). We considered the challenging frame-
work of partial observability under colored noise. We first
devised a novel identifiability condition for linear NDS un-
der this regime. Then, departing from the scalar based meth-
ods that are dominant in causal inference, we considered a
feature based paradigm: to each pair of nodes, we assign a
feature vector. We studied the impact of the noise structure
on the identifiability properties of the features of (Machado
et al. 2023) to propose novel features. We trained FFNNs
with our features to cluster them and recover the causal net-
work structure. The numerical experiments across distinct
regimes of connectivity, observability and noise correlation
demonstrate the competitive performance of our approach.
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