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Abstract

Data augmentation is a crucial component in training neural
networks to overcome the limitation imposed by data size,
and several techniques have been studied for time series. Al-
though these techniques are effective in certain tasks, they
have yet to be generalized to time series benchmarks. We
find that current data augmentation techniques ruin the core
information contained within the frequency domain. To ad-
dress this issue, we propose a simple strategy to preserve
spectral information (SimPSI) in time series data augmen-
tation. SimPSI preserves the spectral information by mix-
ing the original and augmented input spectrum weighted by
a preservation map, which indicates the importance score
of each frequency. Specifically, our experimental contribu-
tions are to build three distinct preservation maps: magni-
tude spectrum, saliency map, and spectrum-preservative map.
We apply SimPSI to various time series data augmenta-
tions and evaluate its effectiveness across a wide range of
time series benchmarks. Our experimental results support that
SimPSI considerably enhances the performance of time se-
ries data augmentations by preserving core spectral infor-
mation. The source code used in the paper is available at
https://github.com/Hyun-Ryu/simpsi.

Introduction
Time series data, whether univariate or multivariate, plays
a crucial role in various domains such as medicine (Lipton
et al. 2016), physiology (Jia et al. 2020), and sensory de-
vices (Yao et al. 2017). Unfortunately, it is limited to col-
lecting data samples under consideration of different types,
constraining the performance and capabilities of neural net-
works that learn from it. To address this issue, data augmen-
tation (Iwana and Uchida 2021; Um et al. 2017) is employed
as a simple yet effective solution via artificially increasing
the number of samples based on a slight variation or pertur-
bation on the original samples.

Data augmentation techniques have been extensively
studied for time series, incorporating methods such as Jit-
tering, Scaling, Magnitude warping, Time warping, Permu-
tation (Um et al. 2017), Shifting (Woo et al. 2022), and
Dropout (Yang and Hong 2022). These perturbations have
been popular choices in the time domain. The data augmen-
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Figure 1: Dependency on data domain of time series data
augmentation techniques. The plot shows the increment of
classification accuracy of a baseline model after applying
each data augmentation technique, which is evaluated on
signal demodulation (Simulation), human activity recogni-
tion (HAR), and sleep stage detection (SleepEDF) tasks.

tation is also considered in the frequency domain via apply-
ing the Fourier transform to time series data. The spectrum
is then randomly perturbed before being converted back into
the time domain through the inverse Fourier transform. No-
table techniques in this category include Frequency mask-
ing, Frequency mixing (Chen et al. 2023), and Frequency
adding (Zhang et al. 2022).

We have discovered that while the aforementioned data
augmentation techniques show effectiveness in certain spe-
cific tasks (Um et al. 2017), they do not generalize well
to time series classification benchmarks. Our experimental
evidence in Fig. 1 presents the ungeneralized effectiveness
of data augmentation techniques according to the datasets,
such as signal demodulation, human activity recognition,
and sleep stage detection.1 Those techniques, though reliant
on randomness, operate under the assumption that the core
information within the data is preserved. However, the re-
sult suggests that perturbing the original time series data is
heuristic and depends on the data domain, which leads to
losing essential information necessary to solve the tasks.

The observed reduction in performance is attributed to

1Detailed information about the tasks and our experimental
setup can be found in the Experiments section.
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Figure 2: Visualization of a representative example from the
HAR dataset in the time and frequency domain with var-
ious time series data augmentation techniques. Each color
denotes a channel, and three channels are shown.

an implicit bias in the frequency domain introduced by
each data augmentation technique. This bias alters the orig-
inal data distribution. For example, Jittering adds a consis-
tent amount of random noise across all frequencies, often
obscuring subtle high-frequency components. Permutation,
meanwhile, introduces abrupt changes at the boundaries of
each fragment, consistently enhancing high-frequency com-
ponents. Time warping globally distorts the temporal density
of the original data, introducing even more spectral bias than
Permutation. Fig. 2 provides illustrative examples of these
data augmentation techniques.

In this paper, we introduce a simple strategy for preserv-
ing spectral information during time series data augmenta-
tion, which we refer to as SimPSI. Our strategy involves
mixing the original spectral data and its augmented form,
weighted by a preservation map. After applying any time
series data augmentation technique, SimPSI converts the
original and augmented time series to the frequency domain.
It then combines the original spectrum with the augmented
version based on the weightage given by the preservation
map, which indicates the importance score for each fre-
quency component. The combined spectrum is subsequently
transformed back to the time domain, resulting in the fi-
nal output of our framework. The remaining efforts con-
centrate on defining a well-structured preservation map. We
propose three types of preservation maps: magnitude spec-
trum, saliency map, and spectrum-preservative map. The
first two types use the given data’s magnitude spectrum and
saliency map (Simonyan, Vedaldi, and Zisserman 2013) as
the preservation map. For the spectrum-preservative map,
we developed a preservation map generator that takes input
spectrum data and returns the preservation map. This map
is learned through a preservation contrastive loss function

that influences differentiated model output scores based on
the preservation quality. We also propose a training strategy
for improved optimization. To demonstrate the efficacy of
SimPSI, we apply it to various time series data augmen-
tation techniques and compare performance across different
benchmarks. We also create a simulation to assess whether
the proposed method correctly identifies spectral regions to
preserve during data augmentation. Our experimental results
demonstrate that SimPSI significantly enhances the effec-
tiveness of time series data augmentation techniques by pre-
serving essential spectral information, thereby preventing
unintentional loss of core spectral details.

Related Works
Data Augmentation for Time Series
Various data augmentation techniques have been proposed
for time series. One prevalent and intuitive strategy involves
slightly altering the magnitude. For instance, Jittering (Um
et al. 2017) introduces additive white Gaussian noise, Scal-
ing (Um et al. 2017) multiplies by a random scalar value,
Shifting (Woo et al. 2022) adds a random scalar value,
Magnitude warping (Um et al. 2017) multiplies by a ran-
dom polynomial curve, and Dropout (Yang and Hong 2022)
masks random time indices. An alternative approach in-
volves modifying the time scale rather than the magnitude.
Time warping (Um et al. 2017), for instance, interpolates the
time scale with a random polynomial curve, while Permuta-
tion (Um et al. 2017) rearranges the time order. An addi-
tional method involves perturbing the spectrum. Techniques
such as Frequency masking, Frequency mixing (Chen et al.
2023), and Frequency adding (Zhang et al. 2022) serve as
simple strategies that appropriately perturb global depen-
dencies in the time domain.

Data Augmentation for Information Preservation
Data augmentation inherently introduces perturbations into
the original data. If not appropriately managed, these pertur-
bations could lead to significant information loss or an in-
troduction of unnecessary noise and ambiguity. To mitigate
this, studies have focused on information preservation. In the
vision domain, KeepAugment (Gong et al. 2021) employs a
saliency map (Simonyan, Vedaldi, and Zisserman 2013) of
each image to identify and preserve informative regions dur-
ing augmentation. AugMix (Hendrycks et al. 2020) gener-
ates a composite of various augmented views of the data and
mixes it with the original data, weighted by a random scalar.
This ensures the final image is not overly distanced from the
original one. In natural language processing, SSMix (Yoon,
Kim, and Park 2021) and SMSMix (Yoon et al. 2022) lever-
age saliency map to retain certain word sequences, ensur-
ing that crucial information remains intact during the data
augmentation process. For time series data, Input smooth-
ing (Liu et al. 2022) scales high-frequency entries in the
frequency domain by a random scalar, thereby reducing the
impact of data noise. However, its application is limited to
noise reduction, and the degree of reduction is randomly de-
termined.
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Figure 3: A SimPSI diagram. The original data is augmented randomly in the time domain. Then, the original and augmented
data are both Fourier-transformed. The original spectrum is weighted by its preservation map, while the augmented spectrum
is weighted by the negated preservation map, and those two are added. It is inverse-Fourier-transformed, which generates an
information-preserved augmented view of the original time series data. We use a single-channel time series for better under-
standing, in which we visualize the real parts of the time series and magnitudes of spectra and omit channel-wise broadcasting.

Method
Mixing for Information Preservation
We transform an input time series xt ∈ CC×L, where C
and L denote the number of channels and length of the in-
put, to a spectrum xf ∈ CC×L by the fast Fourier transform
(FFT). Then, we apply data augmentation to xt, which gives
an augmented time series x′

t ∈ CC×L. We transform x′
t to

an augmented spectrum x′
f ∈ CC×L by the FFT. Then, we

define a preservation map P ∈ RL with the same length
as the spectrum xf , which indicates the importance score
of each frequency component between 0 and 1. We mix the
spectrum xf and its augmented view x′

f with the preserva-
tion map P to produce an information-preserved spectrum
x̃f ∈ CC×L as follows:

x̃f = (1C · PT )⊙ xf + (1C · (1L − P )T )⊙ x′
f . (1)

Since the preservation map P applies uniformly to differ-
ent channels of the spectra, we broadcast it to the chan-
nel dimension to enable elementwise multiplication with
the spectra. Frequencies with high importance score have a
spectrum value closer to the data xf than its augmentation
x′
f , and those with low importance score have a spectrum

value closer to x′
f than xf . It enables us to retain impor-

tant spectral regions and distort non-informative regions dur-
ing augmentation. We transform x̃f back to an information-
preserved time series x̃t ∈ CC×L by applying inverse fast
Fourier transform (IFFT), which is the final output of the
proposed SimPSI. For classifier training, given a classi-
fier p̂, classification loss Lcl is calculated using the cross-
entropy loss of the prediction score of x̃t and its label y as
follows:

Lcl = Lce(p̂(y|x̃t), y). (2)

The following sections focus on defining the preservation
map P , and we propose three methods: magnitude spectrum,
saliency map, and spectrum-preservative map.

Efficient Implementation for Real-Valued Time Series.
Most of the real-world time series data consists of real val-
ues. Using the conjugate symmetry property of the Fourier
transform for real-valued time series, we take the first half
of the spectrum, in which the dimensions of the spectrum re-
duce to {xf , x

′
f , x̃f} ∈ CC×(⌊L/2⌋+1) while the dimensions

of time series change to {xt, x
′
t, x̃t} ∈ RC×L. The dimen-

sion of the preservation map also reduces to P ∈ R⌊L/2⌋+1.

Magnitude Spectrum
We introduce a magnitude spectrum Pmag for preserving
spectral information, assuming frequencies with large mag-
nitudes are informative while those with small magnitudes
are mainly non-informative noise. Given an input spectrum
xf ∈ CC×L, we calculate the magnitude spectrum |xf | ∈
RC×L and take the channel-wise maximum |xf |max ∈ RL

to aggregate the channel information as follows:
Pmag = Norm(|xf |max) (3)

where Norm is a min-max normalization so that values of
the magnitude spectrum Pmag ∈ RL are between 0 and
1. Preserving frequencies with large magnitudes makes the
original and augmented data look alike, but the core infor-
mation for solving the task might disappear. For instance,
detecting abnormalities in the Electrocardiogram (ECG) sig-
nals relies on capturing the pattern of small high-frequency
components (Tragardh and Schlegel 2006), whereas the
magnitude spectrum Pmag eliminates the core frequencies
for the classification during the data augmentation process
just because those have a small magnitude.
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Algorithm 1: SimPSI (Spectrum-Preservative Map) Pseu-
docode

Input: Given an input time series xt, label y, preservation
map generator G(·), classifier p̂, and data augmentation T
function AugmentAndPreserve(xt, xf , P )

Sample operation T ∼ T
x′
t = T (xt) ▷ Apply data augmentation

x′
f = FFT(x′

t)

x̃f = (1C · PT )⊙ xf + (1C · (1L − P )T )⊙ x′
f

x̃t = IFFT(x̃f )
return x̃t

end function
xf = FFT(xt)
x̃t = AugmentAndPreserve(xt, xf , G(xf ))
Compute classification loss Lcl = Lce(p̂(y|x̃t), y)
Sample random preservation map nf ∼ U(0, 1)
x̃rnd
t = AugmentAndPreserve(xt, xf , nf )

x̃+
t = AugmentAndPreserve(xt, xf , G(xf )) ▷ x̃t ̸= x̃+

t

x̃−
t = AugmentAndPreserve(xt, xf , 1−G(xf ))

Compute classification loss Lrnd
cl , L+

cl, and L−
cl

for x̃rnd
t , x̃+

t , and x̃−
t , respectively

Compute preservation contrastive loss Lpc

= max(L+
cl − Lrnd

cl + β1, 0) +max(L+
cl − L−

cl + β2, 0)
Loss output: Lcl, Lpc

Saliency Map
We present a saliency map for time series, Pslc, to find in-
formative spectral regions regardless of their magnitudes.
Given an input spectrum xf ∈ CC×L, we transform it to a
time series xt ∈ CC×L by the IFFT and feed xt into the clas-
sifier p̂ to obtain the corresponding label logit value f̂(y|xt).
Then, we calculate an absolute value of a gradient of the
logit value f̂(y|xt) with respect to the input spectrum xf and
take the channel-wise maximum |∇xf

f̂(y|xt)|max ∈ RL to
aggregate the channel information as follows:

Pslc = Norm(|∇xf
f̂(y|F−1(xf ))|max) (4)

where Norm is a min-max normalization to make values
of the saliency map Pslc ∈ RL between 0 and 1. How-
ever, it has a practical problem that the preservation qual-
ity solely depends on the training dynamics of the classifier,
which could lead to an unstable performance. In addition,
calculating the saliency map takes a significant amount of
time backpropagating the gradients, which incurs a compu-
tational burden.

Spectrum-Preservative Map
We introduce a spectrum-preservative map Psp, incorporat-
ing a preservation map generator G on top of the classifier
p̂, alleviating the unstable training dynamics of the saliency
map. It is also a feedforward network that does not require
any additional backpropagation of the classifier p̂ during es-
timating the preservation map, resolving the computational
burden. The following describes how to design the preser-
vation map generator G, what objective functions are used,
and how to train it with the classifier p̂.

Preservation Map Generator. Given an input spectrum
xf ∈ CC×L, we concatenate real and imaginary parts of xf

into a channel dimension, which the dimension changes to
xf ∈ R2C×L. Then, xf is fed into a two-layer transformer
encoder to capture the underlying context of spectral rep-
resentation. The output of the last layer is averaged over the
channel dimension to aggregate the channel information and
passes through the sigmoid function to make the values be-
tween 0 and 1 as follows:

Psp = G(xf ) = Sigmoid(Enc(xf )mean). (5)

Preservation Contrastive Loss. To train the preservation
map generator G, we introduce a preservation contrastive
loss Lpc. Assume that an input spectrum xf ∈ CC×L, aug-
mented spectrum x′

f ∈ CC×L, and corresponding spectrum-
preservative map Psp are given. We define an information-
preserved spectrum x̃+

f = (1C · PT
sp) ⊙ xf + (1C · (1L −

Psp)
T ) ⊙ x′

f and a spectrum that preserves the inverted
preservation map x̃−

f = (1C · (1L − Psp)
T ) ⊙ xf + (1C ·

PT
sp) ⊙ x′

f . Then, the classifier p̂ should predict x̃+
t better

than x̃−
t . Furthermore, if we define a randomly-preserved

spectrum x̃rnd
f = (1C ·nT

f )⊙xf +(1C · (1L −nf )
T )⊙x′

f

where nf ∈ RL is a random noise sampled from U(0, 1),
then the prediction score of x̃rnd

t by the classifier p̂ should
be in between those of x̃+

t and x̃−
t . We notate x̃{+,−,rnd}

t and
x̃
{+,−,rnd}
f as Fourier transform pairs of time series and cor-

responding spectrum. These constraints can be formulated
as follows:

p̂(y|x̃+
t ) > p̂(y|x̃rnd

t ) > p̂(y|x̃−
t ). (6)

We then define the corresponding classification loss using
the cross-entropy loss for these three predictions, L+

cl =

Lce(p̂(y|x̃+
t ), y), Lrnd

cl = Lce(p̂(y|x̃rnd
t ), y), and L−

cl =

Lce(p̂(y|x̃−
t ), y) where y is the label of the input time series

xt, and translate the constraints into an objective function as
follows:

Lpc = max(L+
cl − Lrnd

cl + β1, 0)

+max(L+
cl − L−

cl + β2, 0) (7)

where β1 and β2 are hyperparameters satisfying β1 < β2.

Model Training and Inference. We use two objective
functions for model training, classification loss Lcl for clas-
sifier training and the preservation contrastive loss Lpc for
preservation map generator training. We separate the train-
ing procedure, updating the classifier p̂ by Lcl with the
preservation map generator G froze, and then updating the
preservation map generator G by Lpc with the classifier p̂
froze. It can be formulated as follows:

θ̂p = argmin
θp

Lcl(xt|θG, θp)

θ̂G = argmin
θG

Lpc(xt|θG, θp)
(8)

where θG and θp are the parameters of the preservation map
generator G and the classifier p̂, respectively. Note that θG
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Figure 4: Finding a set of frequencies to preserve using
SimPSI (Spectrum-preservative map) during Frequency
masking. The top row shows representative input magni-
tude spectra from the FSK8 test set. The bottom row shows
the corresponding learned preservation map where the ten
largest values are marked as diamonds.

does not descend towards the gradient of Lcl. This prevents
G from learning undesirable local minima, such as returning
the uniform scalar value across different frequencies or the
same map across different samples, in which the preserva-
tion map is not adaptive to the input time series but acts as
a uniform band-pass filter. Also, the preservation map gen-
erator G is removed during inference, so G updated by the
classification loss might interrupt classifier training.

Experiments
Signal Demodulation (Simulation)
Experimental Setting. We verified if the proposed
method improves the performance of existing data augmen-
tation techniques by capturing important spectral regions
and preserving them. To do that, we devised a simulation
where information is carried on a set of known frequencies.
Inspired by the wireless communication domain (Ryu and
Choi 2023), we constructed a synthetic dataset by modulat-
ing a sequence of random bits into the corresponding fre-
quencies of a signal, called frequency shift keying (FSK),
and the task is demodulating it. We used 8 and 32 differ-
ent frequencies for modulation (FSK8 and FSK32), and each
dataset consists of 2,304 training signals, 288 validation sig-
nals, and 288 testing signals. We chose ResNet1D (Ram-
jee et al. 2020) as a baseline network, which was given a
128-length modulated signal and returned a 32-length M-ary
(M=8, 32) sequence. We used the Adam optimizer (Kingma
and Ba 2015) with the learning rate 10−3, and the networks
were trained for 50 epochs. The training was performed on
a single NVIDIA RTX A6000 GPU. Appendix A provides
more details about our experimental setup.

Performance Enhancement through SimPSI. The per-
formance improvement of random augmentations by the
proposed method on the FSK32 dataset is described in Table
1. The accuracies of Jittering, Scale-Shift-Jittering, and Fre-
quency masking were increased by 1.5%, 1.4%, and 1.5%,
respectively, using the spectrum-preservative map.

Figure 5: Testing accuracy of a 3-layer CNN model trained
on the HAR dataset using Permutation with and without
SimPSI (Spectrum-preservative map) while varying the
maximum number of segments.

Learned Preservation Map. We then verified whether the
learned preservation map genuinely preserves the informa-
tive frequency components during augmentation. We dis-
played learned preservation maps of representative samples
from the FSK8 test set in Fig. 4. We could observe eight
equally-spaced frequencies that were preserved the most
during Frequency masking. It perfectly matches the data
generation process since we used those eight frequencies
for signal modulation. The other frequencies did not con-
tain information and showed a preservation value of around
0.5, meaning those components barely attributed to achiev-
ing Eq. (6).

Human Activity Recognition (HAR)
Experimental Setting. In the HAR dataset (Reyes-Ortiz
et al. 2012), data is collected by the accelerometer and gy-
roscope of a smartphone mounted on a waist and sampled at
50 Hz, which aims to classify human activities. Following
the data preprocessing in (Eldele et al. 2021), an input time
series has a length of 128 and nine channels. The dataset
consists of 7,352 training samples and 2,947 test samples
labeled with six classes. We chose a 3-layer CNN model
for classification, which was used in (Wang, Yan, and Oates
2017; Eldele et al. 2021; Zhang et al. 2022), and additionally
included a 2-layer LSTM model and a 2-layer Transformer
model for further verifications. We used the Adam optimizer
with the learning rate 10−3, and the networks were trained
for 100 epochs. We adhered to configurations in (Eldele et al.
2021), and the training was performed on a single NVIDIA
RTX A6000 GPU. Appendix B and C provide more details
about our experimental setup.

Performance Enhancement through SimPSI. We com-
pared the performance of the model with and without
SimPSI to evaluate the impact of SimPSI on recognition
accuracy. To inspect its impact thoroughly, we performed
experiments on three perspectives: different random aug-
mentations, model architectures, and distortion magnitudes.

The performance increase of data augmentations by
SimPSI on the HAR dataset is described in Table 1. We
also tested an intuitive method that mixes the original data
and its augmented view with a random preservation map
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Model Simulation HAR SleepEDF
Accuracy ∆ Accuracy ∆ Accuracy ∆

None 94.8 ± 0.1 N/A 94.0 ± 0.8 N/A 80.7 ± 0.1 N/A

Jittering (Um et al. 2017) 94.6 ± 0.1 −0.2 93.8 ± 0.8 −0.2 81.2 ± 0.4 +0.5
+ Random preservation map 96.2 ± 0.3 +1.4 93.6 ± 0.5 −0.4 81.2 ± 0.5 +0.5
+ SimPSI (Magnitude spectrum) 94.9 ± 0.3 +0.1 94.2 ± 0.5 +0.2 81.0 ± 0.3 +0.3
+ SimPSI (Saliency map) 96.2 ± 0.2 +1.4 93.7 ± 0.6 −0.3 81.4 ± 0.4 +0.7
+ SimPSI (Spectrum-preservative map) 96.3 ± 0.1 +1.5 94.1 ± 0.3 +0.1 81.3 ± 0.4 +0.6

Scale-Shift-Jittering (Woo et al. 2022) 94.6 ± 0.2 −0.2 92.8 ± 0.5 −1.2 80.7 ± 0.2 0
+ Random preservation map 95.3 ± 0.1 +0.5 94.0 ± 1.3 0 80.4 ± 1.5 −0.3
+ SimPSI (Magnitude spectrum) 94.9 ± 0.1 +0.1 94.9 ± 1.0 +0.9 81.4 ± 0.7 +0.7
+ SimPSI (Saliency map) 95.6 ± 0.3 +0.8 94.8 ± 0.2 +0.8 81.2 ± 0.5 +0.5
+ SimPSI (Spectrum-preservative map) 96.2 ± 0.1 +1.4 94.8 ± 0.6 +0.8 80.9 ± 1.0 +0.2

Frequency masking (Chen et al. 2023) 94.2 ± 0.3 −0.6 93.9 ± 1.7 −0.1 81.0 ± 0.4 +0.3
+ Random preservation map 96.2 ± 0.3 +1.4 95.0 ± 0.6 +1.0 81.5 ± 0.5 +0.8
+ SimPSI (Magnitude spectrum) 94.9 ± 0.1 +0.1 95.0 ± 0.4 +1.0 80.5 ± 0.4 −0.2
+ SimPSI (Saliency map) 96.3 ± 0.1 +1.5 95.0 ± 0.5 +1.0 80.2 ± 1.4 −0.5
+ SimPSI (Spectrum-preservative map) 96.3 ± 0.2 +1.5 95.0 ± 0.5 +1.0 81.7 ± 0.2 +1.0

Table 1: Performance on Signal Demodulation (Simulation test set), Human Activity Recognition (HAR test set), and Sleep
Stage Detection (SleepEDF test set) using different random augmentations with and without SimPSI. Accuracy and its incre-
ment from not using augmentation are reported with three different seeds.

Model 3-layer 2-layer 2-layer
CNN LSTM Transformer

Jittering (Um et al. 2017) 95.1 92.2 94.2
+ SimPSI (Psp) 95.2 93.7 96.4

Table 2: Performance on Human Activity Recognition us-
ing various model architectures with and without SimPSI
(Spectrum-preservative map). AUPRC scores are averaged
over three different seeds.

sampled from U(0, 1). The accuracy of Jittering is enhanced
by 0.2% using the magnitude spectrum, while the random
preservation map decreases it by 0.4%. The accuracy of
Scale-Shift-Jittering is improved by 0.9% using the magni-
tude spectrum, and Frequency masking is improved by 1.0%
using all the proposed preservation maps. Appendix D pro-
vides more experimental results, and Appendix E provides
the training time cost of the preservation maps.

Using Jittering, we compared three types of networks for
time series classification: CNN, LSTM, and Transformer
(Table 2). SimPSI increased the area under the precision-
recall curve (AUPRC) of a 3-layer CNN by 0.1, while it in-
creased the AUPRC of a 2-layer LSTM by 1.5 and a 2-layer
Transformer by 2.2.

Using Permutation, we also tested SimPSIwhile varying
the distortion magnitude of data augmentation. We changed
the maximum number of segments of Permutation and com-
pared the accuracy with and without SimPSI (Fig. 5).
SimPSI consistently improved the performance of Permu-
tation regardless of its distortion strength, alleviating the
performance drop while the number of segments increased.

Specifically, comparing the performance at 10 and 12 seg-
ments, Permutation alone dropped the accuracy by 0.6,
while Permutation with SimPSI dropped it by 0.3.

Sleep Stage Detection (SleepEDF)

Experimental Setting. We used the SleepEDF dataset
(Goldberger et al. 2000) for classifying sleep stages from
Electroencephalogram (EEG) signals sampled at 100 Hz.
We followed the data preprocessing in (Eldele et al. 2021),
where the input has a length of 3,000 and a single channel.
The dataset comprises 35,503 training samples and 6,805
test samples labeled with five classes. We chose a 3-layer
CNN model for classification, also used in the human activ-
ity recognition experiments. We used the Adam optimizer
with the learning rate 10−3, and the networks were trained
for 40 epochs. We adhered to configurations in (Eldele et al.
2021) for other details. The training was performed on a sin-
gle NVIDIA RTX A6000 GPU.

Performance Enhancement through SimPSI. The per-
formance improvement of data augmentations by SimPSI
on the SleepEDF dataset is summarized in Table 1. SimPSI
increased the detection accuracy of Jittering by 0.7% us-
ing the saliency map, Scale-Shift-Jittering by 0.7% using the
magnitude spectrum, and Frequency masking by 1.0% using
the spectrum-preservative map. We note that the spectrum-
preservative map outperformed the random preservation
map regardless of the baseline augmentation techniques,
supporting the effectiveness of the information-preserving
approach.
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Model Accuracy AUPRC

Scale-Shift-Jittering 92.0 ± 1.9 62.6 ± 2.3
+ SimPSI (Psp) 95.2 ± 0.3 64.7 ± 2.0
+ SimPSI (Psp) w/o Lpc 94.9 ± 0.1 63.7 ± 2.1
+ SimPSI (Psp) w/ joint training 94.5 ± 0.3 62.9 ± 1.9

Table 3: Ablation of SimPSI (Spectrum-preservative map)
on Atrial Fibrillation Classification. Accuracy and AUPRC
scores are reported with three different seeds.

Atrial Fibrillation Classification (Waveform)
We used the Waveform dataset (Moody 1983) for classifying
rhythm types from ECG recordings of human subjects with
atrial fibrillation. It was sampled at 250 Hz, and we followed
the data preprocessing step as in (Tonekaboni, Eytan, and
Goldenberg 2021). Every input has a length of 2,500 and two
channels. The dataset comprises 59,922 training samples
and 16,645 test samples labeled with four classes. We chose
a 1-dimensional strided CNN with six convolutional layers
and a total down-sampling factor 16, proposed in (Tonek-
aboni, Eytan, and Goldenberg 2021). We used the Adam
optimizer with the learning rate 10−4, and the networks
were trained for 8 epochs. We adhered to configurations
in (Tonekaboni, Eytan, and Goldenberg 2021) for other de-
tails. The training was performed on a single NVIDIA RTX
A6000 GPU. Performance enhancement through SimPSI is
described in Appendix D.

Ablations
We ablated the proposed method from two perspectives, ver-
ifying the impact of the preservation contrastive loss and
separate training strategy. We showed the performance of
a 6-layer CNN model on the Waveform dataset while a
composition of Scaling, Shifting, and Jittering (Woo et al.
2022) was applied (Table 3). Removing the preservation
contrastive loss resulted in a 0.3 decrease in accuracy and a
1.0 decrease in AUPRC. Applying joint training of the cross-
entropy loss and the preservation contrastive loss made a 0.7
decrease in accuracy and a 1.8 decrease in AUPRC.

Discussions
SimPSI’s Dependency on Data Domain. We observed
the data augmentation techniques did not generalize well to
time series benchmarks (Fig. 1). Specifically, no augmenta-
tion increased the accuracy on the Simulation dataset. How-
ever, SimPSI resolved the issue in which the information-
preserved approaches consistently improved the perfor-
mance regardless of the tasks (Fig. 6). As a result, SimPSI
encouraged augmentation independent of the data domain
by preserving core spectral information. Appendix F pro-
vides more results using different preservation maps.

Comparison of Preservation Maps. The averaged
spectrum-preservative map for the HAR dataset showed
that the few lowest frequencies were preserved better than
the higher frequencies. The averaged saliency map showed
a similar tendency, where the saliency value was high at the

Figure 6: SimPSI’s dependency on data domain. The plot
shows the increment of classification accuracy of a baseline
model after applying each data augmentation technique with
SimPSI (Spectrum-preservative map), which is evaluated
on Simulation, HAR, and SleepEDF datasets.

Figure 7: Comparison of spectrum-preservative maps and
saliency maps. All the maps are averaged on the HAR,
SleepEDF, and Waveform test sets. We used Jittering dur-
ing training.

few lowest frequencies and fell to zero as the frequency in-
creased. For the SleepEDF dataset, there were four distinct
frequency clusters in the spectrum-preservative map, and
we could find corresponding clusters in the saliency map.
For the Waveform dataset, unlike the previous two datasets,
high-frequency components are preserved more than the
lower ones in both preservation maps. These are displayed
in Fig. 7.

Conclusion
We presented a simple strategy to preserve spectral infor-
mation (SimPSI) in time series data augmentation. Our
investigation into the simulation task proved that the pro-
posed method preserves the informative frequency compo-
nents during augmentation. Our experimental results on var-
ious time series tasks with different data augmentation tech-
niques illustrated the effectiveness of SimPSI in enhancing
the model performance. We believe that SimPSI is a pow-
erful tool to mitigate the data domain dependency of time
series data augmentation techniques and improve the model
performance in various time series tasks.
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