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Abstract

Weight quantization is an effective technique to compress
deep neural networks for their deployment on edge devices
with limited resources. Traditional loss-aware quantization
methods commonly use the quantized gradient to replace the
full-precision gradient. However, we discover that the gradi-
ent error will lead to an unexpected zig-zagging-like issue
in the gradient descent learning procedures, where the gra-
dient directions rapidly oscillate or zig-zag, and such issue
seriously slows down the model convergence. Accordingly,
this paper proposes a one-step forward and backtrack way for
loss-aware quantization to get more accurate and stable gra-
dient direction to defy this issue. During the gradient descent
learning, a one-step forward search is designed to find the
trial gradient of the next-step, which is adopted to adjust the
gradient of current step towards the direction of fast conver-
gence. After that, we backtrack the current step to update the
full-precision and quantized weights through the current-step
gradient and the trial gradient. A series of theoretical analy-
sis and experiments on benchmark deep models have demon-
strated the effectiveness and competitiveness of the proposed
method, and our method especially outperforms others on the
convergence performance.

Introduction
With the increase of computation and storage consump-
tion in various cloud and edge computing applications, it
is challenging to deploy deep neural networks (DNNs) on
computation-constrained devices (Liu and Mattina 2019;
Jain et al. 2018). To enhance the efficiency of DNNs (e.g.,
low-power inference), it is critical to compress deep mod-
els with comparable performance (Xu et al. 2018; Dai et al.
2019). Typical compression approaches include low-rank
decomposition (Denton et al. 2014; Yu et al. 2017), model
pruning (He, Zhang, and Sun 2017; Lin et al. 2017; Luo, Wu,
and Lin 2017; Peng et al. 2019; Ye et al. 2018), knowledge
distillation (Hinton, Vinyals, and Dean 2015; Romero et al.
2014; Zhang, Chen, and Sun 2021; Shen et al. 2021), and
low-bit quantization (Choi, El-Khamy, and Lee 2016; Han,
Mao, and Dally 2015; Lin et al. 2019; Peng and Chen 2019;
Rastegari et al. 2016).

*Corresponding author.
Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

In this paper, we focus on the compression approaches
of low-bit quantization, which are to reduce the model size
with no or minor performance degradation. Specifically, the
low-bit quantization is to quantize full-precision weights
(or activations) to low bitwidth ones (Rastegari et al. 2016;
Howard et al. 2017). To this end, pioneer quantization ap-
proaches strive to find the closest low-precision approxima-
tion of the full-precision weights during the model learn-
ing process (Peng et al. 2021; Hinton et al. 2012). However,
these approaches neglect the effect of quantization on the fi-
nal loss, so that they may suffer from the severe accuracy
degradation problem (Fu et al. 2020; Zhang et al. 2018c).
This problem becomes even more serious if the extremely
low bitwidth fixed point (e.g., 1-bit) representation is used
in the quantization (Bai, Wang, and Liberty 2018). There-
fore, many studies on loss-aware quantization (LAQ) have
proposed to solve the above issue (Hou and Kwok 2018;
Hou et al. 2017; Zhou et al. 2018; Qu et al. 2020; Saito and
Mitsui 1996), and the main idea of LAQ is to optimize the
quantized weights rather than the full-precision ones during
the minimization of the loss function.

However, we discover that existing LAQ methods (Hou
et al. 2017; Zhou et al. 2018) may suffer from the zig-
zagging-like issue that the gradient directions rapidly oscil-
late or zig-zag during the gradient descent learning proce-
dures, and such issue seriously slows down the model con-
vergence. An example is shown in Fig.1 (a) that the quan-
tized gradient direction at each step tends to be zig-zag or
rapidly oscillated and the search with quantized weights
needs more epochs to get converged in comparison with the
search with full-precision weights. In some extreme cases,
such issue even makes the search fail to converge and end
up with oscillation. Unfortunately, most recently published
studies do not realize this issue but compensates for the gra-
dient quantization error by enhancing quantization represen-
tations(Lin et al. 2019; Peng et al. 2021; Zhou et al. 2018; Qu
et al. 2020). Due to the big gap between extremely low-bit
(e.g.,1-bit) representations and full-precision (e.g., 32-bit)
ones, it is hard to make full compensation of quantization
error.

Inspired by the numerical analysis theory (Saito and Mit-
sui 1996) that iteratively using the trial results backtracked
from next-step search to update next-step items can con-
tribute to the numerical stability, we try to tackle the above
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(a) LAQ (b) BLAQ

Figure 1: Trajectories of weight updating obtained by LAQ
and BLAQ in 1-bit quantization on the loss function ℓ(ω) =

5 (ω1 − 0.054)
2
+ (ω2 + 0.055)

2. The black line shows the
evolution of full-precision weight values via iterations dur-
ing training, while the red and yellow lines are the evolution
of 1-bit quantization case.

zig-zagging-like issue in a different way, i.e., improving the
quantization updating rules to get more accurate and stable
gradient direction. In other words, the key to reduce the zig-
zagging issue in this study is to explore trial information
from the next-step exploratory search and take them as ex-
tra gradient compensation to enhance the stability of weight
updating.

Following the above idea, we propose an effec-
tive backtracking-search loss-aware quantization (BLAQ)
method, which optimizes weights in a one-step forward and
backtrack way to get more accurate and stable gradient di-
rection to defy the zig-zagging-like issue. During the gradi-
ent descent learning, the one-step forward search is to find a
trial gradient of the next step to drive the gradient of current
step towards the direction of fast convergence. After that, we
backtrack the current step to update the full-precision and
quantized weights through the current-step gradient and the
trial gradient. As a result, the estimation of gradient direction
is more accurate and stable than the traditional methods(Lin
et al. 2019; Peng et al. 2021; Zhou et al. 2018; Qu et al.
2020). A pilot study is shown in Fig.1 (b) that BLAQ is able
to effectively and efficiently reduce redundant zig-zagging
steps and converged faster in comparison with LAQ.

The main contributions of this paper include:

• We discover the zig-zagging-like issue in the search of
quantized weights via LAQ, and find that the issue can
seriously slow down the model convergence.

• We propose a novel loss-aware quantization method to
defy the zig-zagging-like issue, which generates low-bit
quantized network in a one-step forward and backtrack
way. Therefore, a new quantization framework with good
convergence property is provided in this study.

• We provide theoretical analysis to show that the proposed
quantization is mathematically better than other counter-
parts in convergence properties, and the effectiveness of
our method is also verified on a set of deep models.

Preliminaries
Notations for Weight Quantization
In this paper, we use W to represent a full-precision neural
network, and Ŵ to represent a quantization neural network.
For a convolution neural network, its full-precision weights
of all L layers are defined as W=(W1,W2, · · · ,WL), where
ωl = vec(Wl) and Wl ∈ Rh×h×ci×co is the weight ten-
sor at layer l. Here, h, ci and co are the size of convolution
kernel, the numbers of input and output channels, respec-
tively. The corresponding quantized weights are denoted by
Ŵ=(Ŵ1, Ŵ2, · · · , ŴL), where ω̂l = vec(Ŵl) and Ŵl is
a quantization weight tensor at layer l. Here, vec(X) out-
puts a vector by stacking the columns of a matrix X , and
diag(X) a diagonal matrix, where the diagonal elements are
constructed by the diagonal of X . We refer to Dl and D̂l as
the approximated diagonal Hessian matrix for Wl and Ŵl,
respectively. Q is a set of 2k quantized values, where Q =
{−1, · · · ,− 2

2k−1 ,− 1
2k−1 ,

1
2k−1 ,

2
2k−1 , · · · , 1}. When k = 1,

Q = {−1, 1}. “⊘” is used as elementwise division and “⊙”
as elementwise multiplication. < x, y > is the inner product
of vectors x and y. Besides, ∥ω∥2D = ωTDω, and [ω]Q de-
notes the rounding entries of ω to the closed fixed point in
Q.

Loss-Aware Weight Quantization
In the forward propagation, LAQ (Hou et al. 2017) uti-
lizes the second-order Taylor expansion to quantize the
full-precision weights, and then uses the proximal Newton
method to solve the optimization problem (Rakotomamonjy,
Flamary, and Gasso 2015). At iteration t, the objective func-
tion of LAQ is replaced by the second-order series expanded
at ω̂t = αtβt

min ℓ
(
ω̂t−1

)
+ ĝT

t−1 (
ω̂t − ω̂t−1

)
+

1

2

(
ω̂t − ω̂t−1

)T
Ĥt−1

(
ω̂t − ω̂t−1

)
,

s.t. ω̂t = αtβt, αt =
∥ωt∥
n

, βt = sign
(
ωt

)
,

(1)

where ĝt−1 and Ĥt−1 are the first and second derivatives of
the loss function ℓ(ω̂t−1) with respect to quantized weight
ωt−1, respectively.

For DNNs, the Hessian matrix Ht−1 is rarely positive
semi-definite and intractable to calculate. Hence, the diago-
nal Hessian matrix Dt−1 is suggested to approximate Ht−1

(i.e., D = diag(H)) (Kingma and Ba 2014). Therefore, Eq.
1 can be rewritten as (The derivation process is provided in
the Section 2 of the Appendix 1.)

argminω̂t

1

2
∥ωt − ω̂t∥2

D̂t−1 , (2)

where
ωt = ω̂t−1 − ĝt−1 ⊘ D̂t−1. (3)

Eq. 2 and Eq. 3 are used to update the quantized and full-
precision weights, respectively.

1You can refer to our appendix on the following website:
https://github.com/paperProof24/Appendix BLAQ
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Zig-zagging-like Issue of Weight Updating
We discover that the zig-zagging-like issue easily occurs in
LAQ methods that the gradient directions rapidly oscillate
or zig-zag during the gradient descent learning procedures
and the gradient quantization error seriously slow down the
model convergence, especially for extremely low bit-width
quantization. A pilot experiment is given in Fig. 1 (a) that the
gradient direction is sharply oscillated and evolution takes
many steps to get converged.

Theoretically, the full-precision weights ωt and quantized
weights ω̂t in Eqs. 2-3 are alternatively and iteratively com-
puted. Note that ĝt−1 related to the quantized gradient is
used to update ωt in Eq. 3. However, the loss of informa-
tion from the low-bit quantization will make the quantiza-
tion error about ĝt−1 unavoidable accumulated over the it-
erations. Once the accumulated error reaches a threshold,
the zig-zagging-like phenomenon2 will occur. Even worse,
Eqs. 2-3 may make the model fail to converge. Given a sim-
ple toy loss function f(ω) = cω

3
2 , if Eqs. 2-3 are used to

calculate quantized weights, for any initial weights ω0, the
optimization of f(ω) cannot converge and end in oscillating.
The proof is provided in the Section 3 of the Appendix.

Notably, the zig-zagging phenomenon in our study is es-
sentially different from the oscillation (Nagel et al. 2022).
The zig-zagging-like issue mentioned in our work is essen-
tially caused by the zig-zag fluctuation of the weights due
to errors in the quantization of the gradient during training.
Due to the inaccuracy of the quantized gradient, the weights
are updated in such a way that they deviate from the original
trajectory during training using the quantized gradient, lead-
ing to the zig-zagging-like issue. And the cause of the oscil-
lation problem proposed by (Nagel et al. 2022) is the inac-
curate calculation of full-precision weights due to truncation
error and rounding error when the full-precision weights are
close to the quantization decision boundaries, leading to in-
accurate quantization results and recurrent oscillations of the
quantization weights. The external manifestations of the two
oscillation phenomena may be somewhat similar, but the in-
ternal causes are different, so different solutions need to be
taken.

Zig-zagging-like Issue in Practice
The zig-zagging-like issue exists not only in the toy ex-
ample presented in Fig. 1, but also in the quantization of
large neural networks. An example is shown in Fig. 2 that a
clear zig-zagging-like phenomenon during the quantization
of ResNet18 on ImageNet using the LAQ method. In addi-
tion, as shown in Fig. 3, the zig-zagging-like phenomenon is
significantly improved during the quantization of ResNet18
on ImageNet using our proposed BLAQ method.

Convergence Result Analysis
We also find that the lower the bitwidth of the quantiza-
tion uses, the more intense the zig-zagging phenomenon of
weights will be. The corresponding experimental results are

2In fact, the landscape feature of optimization problem is also
a factor to generate zig-zagging phenomenon but this work only
focuses on the gradient errors.

(a) (b)

Figure 2: Regression of randomly selected weights during
the last 100 epochs of training ResNet18 on ILSVRC12 (Im-
ageNet) during LAQ 2-bit quantization. The (a) show the
full-precision weights, and the (b) plot the corresponding
quantized weights.

(a) (b)

Figure 3: Regression with the same weights as Fig. 2 se-
lected during the last 100 epochs of training ResNet18 on
ILSVRC12 (ImageNet) during BLAQ 2-bit quantization.
The (a) show the full-precision weights, and the (b) plot the
corresponding quantized weights.

presented in Table 1 which shows that the maximum oscilla-
tion amplitude of the full-precision weights and oscillation
frequencies of the quantized weights of the last 150 epochs
during the training of ResNet18 on ILSVRC12 (ImageNet)
using different quantization bitwidths. We can observe that
when we use the lower bitwidth for quantization, the max-
imum oscillation amplitude of the full-precision weight be-
comes more intense, and the oscillation on the quantiza-
tion weight becomes more frequent. In summary, the zig-
zagging phenomenon is an important issue in the quantiza-
tion, which can slow down or even prohibit the convergence
of the model, especially in the case of extremely low-bit
quantization.

Proposed Method
Loss-Aware Quantization via Two-stage Weight
Updating
In order to defy the above issue, we follow the procedure
of LAQ (Hou et al. 2017) and come up with a novel one-
step forward and backtrack quantization framework, which
is terms as BLAQ for convenience.

The principal process of BLAQ is presented in Fig. 4.
In stage 1, the one-step forward search is performed. Given
the real full-precision weights ωt and quantized weights ω̂t,
we firstly use Eq. 6 to obtain the trial full-precision weights
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Method bitwidth amplitude frequency

LAQ
1-bit 0.000486 15
2-bit 0.000342 11
4-bit 0.000261 8

BLAQ
1-bit 0.000143 4
2-bit 0.000102 3
4-bit 0.000067 1

Table 1: The maximum oscillation amplitude of the full-
precision weight and oscillation frequencies of the quan-
tized weight for the same locked weight under the LAQ and
BLAQ methods.

Figure 4: Two-stage updating process: the blue rectangles
denote the real weights, and the red ones are the trial
weights.

ω∗(t+1). Then, the real quantized weights and the trial full-
precision weights are adopted to solve Eq. 5, so that the trial
quantized weights ω̂∗(t+1) can be achieved. In stage 2, the
backtrack quantization is executed. We firstly apply Eq. 8 to
get the full-precision weights ωt+1 on the basis of the ac-
quired weights from stage 1. After that, Eq. 7 is solved to
obtain the real quantized weights ω̂t+1 by using the weights
from the previous steps. The details of the proposed BLAQ
is introduced as follows. The corresponding pseudocode of
BLAQ is presented in Algorithm 1 of the Appendix.

Stage 1 (One-step forward search): We take one forward
step to tentatively obtain the trial quantized weights ω̂∗(t+1).
Therefore, the second-order Taylor expansion centered at
quantized weights ω̂∗(t+1) is applied, and the loss function is
minimized by Eq. 4. For convenience, we omit the subscript
l here:

argminω̂∗(t+1)ℓ(ωt) + ĝtT (ω̂∗(t+1) − ωt)

+
1

2
(ω̂∗(t+1) − ωt)T Ĥt(ω̂∗(t+1) − ωt),

s.t. ω̂∗(t+1) = αt+1βt+1,

αt+1 > 0, βt+1 = sign(ω∗(t+1)),

(4)

where ĝt and Ĥt are the first and second derivations of the
loss function ℓ(ω̂t) with respect to the ω̂t, respectively. Be-
sides binarization, our method is also suitable for multi-bit
quantization if we reset the value of the β parameter in Eq.
4. If the diagonal Hessian matrix D̂t is used to approximate
Ĥt, Eq. 4 can be reformulated as

argminω̂∗(t+1)

1

2
∥ω∗(t+1) − ω̂∗(t+1)∥2

D̂t , (5)

where
ω∗(t+1) = ωt − ĝt ⊘ D̂t. (6)

Here α and β are solved by using an alternating update ap-
proach, the corresponding pseudocode is presented in Algo-
rithm 2 of the Appendix.

Stage 2 (Backtracking search): After stage 1, we will ac-
quire the corresponding trial quantized weights ω̂∗(t+1), trial
quantized gradient ĝ∗(t+1) and trial diagonal Hessian matrix
D̂∗(t+1). Then, we backtrack to re-compute the real quan-
tized weights ω̂t+1 as follows:

Following the derivation of original LAQ (i.e., Eqs. 1-3),
the optimization formula at stage 2 can be inferred as

argminω̂t+1

1

2
∥ωt+1 − ω̂t+1∥2

D̂t+1 , (7)

where
ωt+1 = ωt − ĝt+1 ⊘ D̂t+1. (8)

After that, we will compute the real quantized gradients (i.e.,
ĝt+1 and D̂t+1) in Eq. 8 through the real quantized gradients
(i.e., ĝt and D̂t) at (t)th step, and the trial quantized gradi-
ents (i.e., ĝ∗(t+1) and D̂∗(t+1)) at (t+ 1)th step.

ĝt+1 = aĝt + (1− a)ĝ∗(t+1), (9)

D̂t+1 = aD̂t + (1− a)D̂∗(t+1), (10)
where a is a coefficient and determined in the ablation study,
(which is presented in the Section 6 of the Appendix). Such
backtrack-search approach is able to get a more accurate es-
timation of the quantized gradient ĝt+1.

According to Algorithm 1 of the Appendix, we can obtain
the real quantized weights ω̂t+1 by the proposed one-step
forward and backtrack quantization framework, i.e., solving
the Eqs. 7-8. In Section 4 of the Appendix, we have also the-
oretically verified that BLAQ will not oscillate on the simple
toy experiment, where the traditional LAQ method does.

Convergence Analysis
Following the common assumptions (Peng et al. 2021), i.e.,
the loss function ℓ(ω) is convex, twice differentiable, L1-
smooth and µ-strongly convex with respect to ω, we give
the following analysis.

Theorem 1. For the loss function ℓ(ω) with the learning
rate ηt, the convergence of our method is as

ℓ
(
ωt+1

)
− ℓ (ω∗) ≤

L1 + L3
1

(
ηt+1

)2 − 2µ2ηt+1

2
∆2.

(11)
Theorem 2. When 2

L1η
− 1 < a < 1 holds, the conver-

gence of our method is better than that of LAQ (Hou et al.
2017).

The corresponding proof is presented in the Section 5 of
the Appendix.
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Experiment
Experimental Setup
Four widely-used datasets (CIFAR10, MNIST, SVHN and
ILSVRC12 (ImageNet)) are applied to validate the perfor-
mance of BLAQ. The baseline methods for comparison in-
clude: 1) BC (Courbariaux, Bengio, and David 2015), 2)
BWN (Rastegari et al. 2016), 3) LAQ (Hou et al. 2017),
4) TRQ (Li et al. 2021), 5) AQ (Khoram and Li 2018), 6)
ALQ (Qu et al. 2020), 7) DC (Han, Mao, and Dally 2015),
8) ADMM (Zhang et al. 2018b), 9) LR (Shayer, Levi, and
Fetaya 2018), 10) DSQ (Gong et al. 2019), 11) TWN (Li
et al. 2016), 12) LQ-Net (Zhang et al. 2018a), 13) QIL (Jung
et al. 2019), and 14) OCTAV (Sakr et al. 2022). For deep net-
work architectures, we conduct experiments with VGG (Hou
et al. 2017) on CIFAR10, with LeNet5 (Qu et al. 2020) and
4-layer Model (Hou et al. 2017) on MNIST, with SVHN-
Net (Hou et al. 2017) on SVHN, and with ResNet18 (Qu
et al. 2020) on ILSVRC12. See Section 7 of the Appendix
for more details. In fact, although the optimal values of the
hyperparameters a and m vary across different datasets and
models, we conducted extensive ablation experiments and
ultimately concluded that for small datasets and models, the
optimal values of a and m are typically 0.6 and 5. For large
datasets and models, the optimal values of a and m are usu-
ally 0.9 and 10. See Section 7 of the Appendix for more
details. Therefore, in BLAQ, we set the hyperparameters a
and m to 0.6 and 5 in the datasets CIFAR10, MNIST, and
SVHN, and set the hyperparameters a and m to 0.9 and 10
in the dataset ILSVRC12.

Effectiveness of BLAQ
Fig. 5 presents the training loss of different methods with
the increase of the number of epochs. The results indicate
that there is an obvious gap between the baseline (LAQ) and
backtracking-search updating approach (BLAQ). Specifi-
cally, the training loss curve of LAQ fluctuates more dras-
tically, and also shows slower convergence velocity than
BLAQ. It may result from the quantization error from ĝt−1

in Eq. 3, which is the fundamental cause of zig-zagging-like
issue. By contrast, BLAQ achieves a more accurate gradient
estimation during the weight training, which not only ac-
celerates the training convergence, but also benefits the test
accuracy as shown in Tables 3-6.

Convergence Result Analysis
Fig. 6 shows the test accuracy versus training epochs on
three datasets. The results show that BLAQ not only con-
verges more stable and faster, but also gets a higher accuracy
than LAQ. For example, BLAQ reaches to a high level of
accuracy in few epochs on CIFAR10, but LAQ has to take
more epochs to achieve similar accuracy. Similar observa-
tions can be found on MNIST and SVHN. Such encourag-
ing results are consistent with Theorem 2. Therefore, it can
be concluded that the competitive performance of BLAQ
may be attributed to the backtracking-based two-stage up-
dating, which can reduce the error caused by the gradient
approximation. To ensure fair comparisons, all our compar-
isons are based on the results published by the original au-

Methods Top-1 accuracy
Full-precision 32-bit 92.8%

BC 1-bit 90.1%
BWN 1-bit 89.5%
LAQ 1-bit 89.5%

TRQ* ternary 91.2%
AQ multi-bit 90.9%

ALQ multi-bit 90.9%
BLAQ (ours) 1-bit 91.5%

Table 2: Top-1 accuracy(VGG on CIFAR10).

thor of LAQ, while the author of LAQ didn’t conduct exper-
iments on ILSVRC12 (ImageNet). Our BLAQ method is an
improvement of the LAQ method. Fig. 5 and Fig. 6 show a
comparison of the BLAQ and LAQ training processes. Since
LAQ has no experimental data on ILSVRC12 (ImageNet),
Fig. 5 and Fig. 6 don’t show the comparison of the BLAQ
and LAQ training processes on ILSVRC12 (ImageNet).

Experimental Results on CIFAR10

In this section, we firstly compare the BLAQ with the
state-of-the-art binarization baselines on CIFAR10. Table 2
has demonstrated the performance of the proposed method
against the baselines on CIFAR10 in terms of Top-1 accu-
racy. From this table, we find that our model achieves signif-
icantly better results than these weight binarization methods
(BC, BWN and LAQ). For the popular 1-bit weight quan-
tization approaches, our method obtains at least 1.4% im-
provement over BC, BWN and LAQ. Compared with the
latest weight ternary method (TRQ), our method achieves
better accuracy with almost 0.3% improvement. These en-
couraging results validate the effectiveness of the proposed
one-step forward and backtrack way in handling network bi-
narization task.

Furthermore, we also compare our method with the adap-
tive multi-bit quantizers (AQ and ALQ), which assign dif-
ferent bitwidth for each parameter and prune these param-
eters according to their importance. The results in Table 2
show that our method obtains similar or even better accu-
racy without any expense of additional operations like prun-
ing and multi-bit computation. Besides, our method outper-
forms them with almost 0.6% improvement, especially. The
results reveal that our method without any additional opera-
tions is able to get competitive performance.

Experimental Results on MNIST

Here, the proposed method is compared with two groups of
baselines on MNIST: 1) Non-pruning binarization methods
(i.e., BC, BWN and LAQ); 2) Pruning-based quantization
methods (i.e., ALQ, DC, and ADMM). For the first group,
all methods are based on a 4-layer full-connected model;
For the second group, all methods are based on a modified
LeNet5 model.
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(a) VGG on CIFAR10 (b) 4-layer Model on MNIST (c) SVHNNet on SVHN

Figure 5: Training loss trained with LAQ/baseline and BLAQ. The red curve shows the evolution of mean loss values obtained
by BLAQ, while the blue one by LAQ. The shaded areas indicate the fluctuation (error) range of the mean loss curve.

(a) Accuracy of CIFAR10 (b) Accuracy of MNIST (c) Accuracy of SVHN

Figure 6: Test convergence obtained by LAQ/baseline and BLAQ.

Methods Top-1 accuracy
Full-precision 32-bit 98.81%

BC 1-bit 98.72%
BWN 1-bit 98.69%
LAQ 1-bit 98.82%

BLAQ (ours) 1-bit 99.11%

Table 3: Top-1 accuracy (4-layer Model on MNIST)

Methods Top-1 accuracy
Full-precision 32-bit 99.19%

DC Multi-bit 99.26%
ADMM Multi-bit 99.20%

ALQ Multi-bit 99.12%
BLAQ (ours) 1-bit 99.38%

Table 4: Top-1 accuracy (LeNet on MNIST).

Table 3 shows the comparison results in terms of Top-1
accuracy between BLAQ and the classical non-pruning bi-
narization baselines (BC, BWN and LAQ) on MNIST. The
table shows that our method outperforms them with at least
0.29% improvement in terms of the Top-1 accuracy, which
may result from the fact BLAQ has reduced the quantization
error to large extent.

Table 4 shows the comparison results with three pruning-
based binarization methods on MNIST. It can be observed
that our method gains consistently best performance over the
counterparts although they utilize additional compression-
related operations to assist the quantization. For example,
DC and ADMM use sparse tensors, which require special li-

braries or hardware for execution, while ALQ needs to prune
networks during the multi-bit quantization. By contrast, our
method is a pure binarization using no additional pruning-
related operations, and more suitable to generic off-the-shelf
platform. More importantly, our method achieves better re-
sults than the full-precision approaches, which again shows
its promising capability in dealing with the low-bit quanti-
zation problem.

Experimental Results on SVHN
In this section, we further explore the performance of our
method on the well-known model (SVHN) used in LAQ
(Hou and Kwok 2018). Table 5 shows the test accuracy on
SVHN. Similar to Table 3, BLAQ performs better than other
binarization methods, and even better than the full-precision
approach. For example, in comparison with BLAQ, the con-
trast algorithm (BWN) does not quantize the first layer and
the last layer, but still gets unsatisfactory test accuracy. In
addition, BLAQ achieves better performance than the ap-
proach with full-precision weights, which may be attributed
to the reduction of the redundant weights in BLAQ. Overall,
BLAQ also shows competitive performance on SVHN.

Experimental Results on ILSVRC12 (ImageNet)
Note that a large batch size in large-scale datasets may
influence the direction of gradient descent, as large batch
size tends to help increase the model stability but decrease
the generalization ability. Hence, we conduct an experiment
with large batch size and quantize the weights of ResNet18
network model with low-bit (1-bit and 2-bit) on ILSVRC12
dataset, where ResNet18 is widely-used in the quantization
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Methods Top-1 accuracy
Full-precision weights 32-bit 97.73%

BC 1-bit 97.55%
BWN 1-bit 97.46%
LAQ 1-bit 97.64%

BLAQ (ours) 1-bit 98.13%

Table 5: Top-1 accuracy (SVHNNet on SVHN).

Methods Top-1 accuracy
Full-precision 32-bit 69.8%

BWN 1-bit 60.8%
LR* 1-bit 59.9%

DSQ* 1-bit 63.7%
ALQ 1.01-bit 65.6%

BLAQ(ours) 1-bit 66.73%
TWN 2-bit 61.8%
LR 2-bit 63.5%

LQ-Net* 2-bit 68.0%
QIL* 2-bit 68.1%
ALQ 2-bit 68.9%

OCTAV 4-bit 69.17%
BLAQ(ours) 2-bit 69.62%

Table 6: Top-1 accuracy (ResNet18 on ISLVRC12).

for ILSVRC12 dataset. In this experiment, BLAQ is com-
pared with the state-of-the-art low-bit networks.

Table 6 shows the Top-1 accuracy results of all methods
on ILSVRC12. The results show that our method achieves
the highest Top-1 accuracy, and outperforms the baselines
with at least 1.13% and 0.72% improvements on the cases
of 1-bit and 2-bit, respectively. In contrast to the popular
schemes like BWN, LR, DSQ, and LQ-Net, which do not
quantize the first and last layers to ensure the quantization
performance since the quantization of the two layers may
cause a huge accuracy degradation, the proposed BLAQ uni-
formly quantizes the first and last layers with 8-bit but still
gets better results. In addition, we also find that the the re-
cently published ALQ is not extremely low-bit in the strict
sense in the quantization, where ALQ sets the bitwidth of all
layers to 8-bit, which is different from our method that has
physically realized 1-bit and 2-bit quantization. The above
results show that BLAQ is also able to get competitive per-
formance in handling the quantization of deep neural net-
works on large-scale datasets.

Related Work
In the network quantization, early studies (Wang et al. 2018;
Deng et al. 2009) use 8-bit fixed point representation, which
achieves the state-of-the-art performance on ILSVRC12.
Later, more efforts are made to the extremely low-bit quanti-
zation for DNNs compression (Wang et al. 2018; Deng et al.
2009; Lin, Zhao, and Pan 2017; Liu et al. 2018; Li et al.
2016), which mainly discretizes activations and weights of
DNNs into binary or ternary values (e.g., {-1, +1} or {-1, 0,
+1}). However, simply using bit-wise operations to approx-
imate the convolution operations of DNNs may suffer from

performance deterioration. To improve the model accuracy,
some quantization improvements are come up with, such as
learnable quantizing(Zhang et al. 2018a) and non-uniform
logarithmic representation (Miyashita, Lee, and Murmann
2016). In principle, previous studies treat the quantization
problem as a straightforward approximation of original full-
precision weights (i.e., minimizing the error between low-bit
quantized weights and full-precision ones), but ignore the
effect of quantization on the loss.

To overcome the above limitation, the research (Hou
et al. 2017) proposes a loss-aware quantization approach,
directly optimizing binarized weights to minimize the fi-
nal loss. The following work (Hou and Kwok 2018) extends
this binarization scheme to m-bit quantization, but Peng et
al. (Peng et al. 2021) have discovered that the above ap-
proaches under certain conditions may fail to converge due
to the quantization error. Zhou et al. (Zhou et al. 2018)
have proposed an explicit loss-aware weight quantization
method by integrating the information of loss function with
respect to full-precision weights into the quantization. But
this method neglects the curvature information of the loss
function and quantization errors, when updating the full-
precision weights (Peng et al. 2021). In this study, we dis-
cover that quantization error in LAQ may lead to severe
zig-zagging-like issue and seriously slow down the model
convergence, especially for extremely low bit-width quanti-
zation. Therefore, our focus is not only to compensate for
gradient computation error, but also to defy the zig-zagging-
like problem in the loss-aware quantization process. Con-
sequently, our work aims to improve the iterative updating
rules for weights or gradient according to the numerical sta-
bility theory, so that a new quantization framework using
backtracking-based updating principle is proposed.

Conclusion
In this paper, we discover that the quantization error in
LAQ may trigger a serious zig-zagging-like issue, which can
severely slow down the model convergence. To handle the
above issue, we propose a backtracking-search loss-aware
quantization method for low-bit quantization. The main idea
is to utilize potential information obtained from next-step
exploratory search to compensate for the gradient error dur-
ing the optimization. Specifically, our approach works in
a one-step forward and backtrack way: At each iteration,
the search first explores one forward step to find the trial
gradient at the next-step, which can be adopted to assist
in adjusting the gradient at current step towards the direc-
tion of fast convergence. Then we backtrack to update the
quantized gradient using current gradient and trial gradient.
This way is able to effectively and efficiently solve the zig-
zagging-like issue. A number of theoretical analysis have
validated the effectiveness of our approach in convergence.
In addition, the experimental results in Tables 2-6 have also
shown that our method performs well across different net-
work models on three datasets, and achieves a consistent
performance improvement over its counterparts. These re-
sults have demonstrated that our method is more robust than
the previous quantization methods to tackle complicated net-
work binarization scenarios with different network models.
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