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Abstract

The deep model training procedure requires large-scale
datasets of annotated data. Due to the difficulty of annotat-
ing a large number of samples, label noise caused by incor-
rect annotations is inevitable, resulting in low model per-
formance and poor model generalization. To combat label
noise, current methods usually select clean samples based
on the small-loss criterion and use these samples for train-
ing. Due to some noisy samples similar to clean ones, these
small-loss criterion-based methods are still affected by label
noise. To address this issue, in this work, we propose Re-
group Median Loss (RML) to reduce the probability of se-
lecting noisy samples and correct losses of noisy samples.
RML randomly selects samples with the same label as the
training samples based on a new loss processing method.
Then, we combine the stable mean loss and the robust me-
dian loss through a proposed regrouping strategy to obtain
robust loss estimation for noisy samples. To further improve
the model performance against label noise, we propose a
new sample selection strategy and build a semi-supervised
method based on RML. Compared to state-of-the-art meth-
ods, for both the traditionally trained and semi-supervised
models, RML achieves a significant improvement on syn-
thetic and complex real-world datasets. The source code is
available at https://github.com/Feng-peng-Li/Regroup-Loss-
Median-to-Combat-Label-Noise.

Introduction
Deep learning model has been proven powerful in vari-
ous practical tasks, e.g., image classification (Szegedy et al.
2015; Zhang et al. 2015; Krizhevsky, Sutskever, and Hinton
2017), object detection (Girshick 2015; Redmon et al. 2016)
and image semantic segmentation (He et al. 2017; Zhang
et al. 2018). As is known, the performance of deep learn-
ing models heavily relies on dataset scale and annotation
quality. Currently, collecting large-scale datasets with high-
quality annotation is an extremely expensive task. An effi-
cient and cheap method called crowd-sourcing policy is of-
ten used to collect large-scale datasets (Zubiaga et al. 2015).
However, in the crowd-sourcing data labeling procedure, it
is inevitable that some samples will be annotated with incor-
rect labels, resulting in the so-called label noise. Due to the
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strong capacity of the deep learning model, it can easily fit
the training samples with incorrect labels, which impairs the
performance and generalization of the deep model (Zhang
et al. 2017). Owing to the difficulty of selecting noisy sam-
ples in a large-scale dataset, how to make the deep model
robust to label noise becomes an essential and fundamental
research topic (Bai et al. 2021; Karim et al. 2022).

To protect the deep model from label noise (Han et al.
2018; Bai et al. 2021; Karim et al. 2022), some methods
have been proposed recently. According to the operations of
these methods, they can be divided into two categories: loss
correction and sample selection (Karim et al. 2022). Loss
correction commonly attempts to estimate the noise transi-
tion matrix. The matrix contains the conditional probabili-
ties of samples belonging to different classes based on their
observed labels (Frénay and Verleysen 2013). However, es-
timating the transition matrix is difficult especially when the
number of classes is large and the ratio of noisy samples is
too high (Xu et al. 2019; Karim et al. 2022). Compared to
loss correction, sample selection methods pay more atten-
tion to filtering out samples with incorrect labels based on
the small-loss criterion (Han et al. 2018; Yu et al. 2019), sup-
posing clean samples have smaller losses than noisy ones.
Inevitably, some noisy samples will also have small loss val-
ues, and will therefore be misclassified as clean. Traditional
small-loss criterion based methods usually select only clean
samples for training and discard noisy ones (Han et al. 2018;
Xia et al. 2019), resulting in information loss. The semi-
supervised methods (Li, Socher, and Hoi 2020; Karim et al.
2022) use the small-loss criterion to select clean samples and
relabel noisy ones. However, these methods require com-
plex strategies to separate clean and noisy samples, which
increases time consumption.

According to (Xia et al. 2020), noisy samples can also
provide useful information for model training if their losses
can be appropriately corrected. Motivated by these previous
works, we propose Regroup Median Loss (RML) to reduce
the probability of selecting noisy samples and correct the
distorted losses based on losses of clean samples through a
robust estimation method. In RML, we select samples with
the same observed label as each training sample and use
their losses to estimate the loss of the training sample. To
reduce the probability of selecting noisy samples, we pro-
pose a new strategy to process losses and use them to select
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Figure 1: The overview of RML, which consists of two steps: (i) Sample Selection and (ii) Regroup Median Loss.

samples. However, noisy samples may still be selected in-
evitably. Loss estimation by the mean loss of all selected
samples will be influenced. According to (Nemirovskij and
Yudin 1985; Catoni 2012), Median-of-Means (MoM) ap-
proach is particularly suitable for heavy-tailed distributions
and is insensitive to outliers. Motivated by MoM, we pro-
pose a robust loss estimation method that combines median
loss and mean loss. During the loss estimation procedure,
our proposed RML divides the selected samples into several
groups and computes the mean loss of each group. Then,
we compute the median between these mean losses and the
training sample loss to robustly estimate the training sample
loss. In addition, we build a semi-supervised method based
on RML to combat label noise.

The contributions of this paper are presented as follows:

• We propose a loss processing method to reduce the prob-
ability of selecting noisy samples. We theoretically ex-
plain and verify the operation that reduces the probability
of selecting noisy samples.

• We propose Regroup Median Loss, a novel robust loss
estimation method that can correct the distorted loss
value of noisy samples. Then these corrected losses of
training samples can mitigate the negative impact of
noisy samples and improve the model performance.

• We verify that RML can achieve better model perfor-
mance than existing methods on synthetic and real-world
datasets with various types of label noises. The proposed
method achieves about 6% performance improvement on
CIFAR-100 with various types of label noises and in-
creases the test accuracy by about 8% on the challeng-
ing real-world dataset WebVision. Moreover, the semi-
supervised method based on RML achieves state-of-the-
art performance on synthetic and real-world datasets.

Related Works
This section summarizes existing methods to combat label
noise. To better understand the motivation of existing meth-
ods, we first introduce the types of label noises. According
to (Song et al. 2020), label noise can be divided into two

categories: instance-independent label noise and instance-
dependent label noise. For instance-independent label noise,
it is only relevant to the original sample labels and inde-
pendent of the sample features (Van Rooyen, Menon, and
Williamson 2015). Symmetric label noise and asymmetric
label noise are two typical types of instance-independent la-
bel noise. Compared to instance-independent label noise, the
generating corruption probability of instance-dependent la-
bel noise depends on both sample features and labels (Xia
et al. 2020). Some studies show that instance-dependent la-
bel noise is common in real-world datasets, such as Cloth-
ing1M (Xiao et al. 2015) and WebVision (Li et al. 2017).

Due to the negative impact of label noise on model gen-
eralization, a large number of methods have been proposed
(Han et al. 2018; Yu et al. 2019; Berthelot et al. 2019; Bai
et al. 2021; Karim et al. 2022). They can be roughly divided
into two main species: loss correction and sample selection.
Loss correction adopts the noise transition matrix to weigh
label smoothing parameters (Xia et al. 2021; Cheng et al.
2021). The difficulty of this method is how to obtain the
noise transition matrix. One commonly used method tends
to count the transition relationship between clean dataset la-
bels and noisy dataset labels (Xia et al. 2019; Cheng et al.
2021; Zhu, Liu, and Liu 2021) and use the label change fre-
quency as the transition probability to build the true noise
transition matrix. The other method attempts to use some
constraints or characteristics of the noise transition matrix,
such as total variation (Zhang, Niu, and Sugiyama 2021) and
diagonal dominance (Li et al. 2021) to obtain a transition
matrix by gradient descent. Although the matrix obtained
by the former method has a remarkable performance against
label noise than the calculated transition matrix, it is difficult
to obtain the original clean dataset in a practical task (Karim
et al. 2022). In addition, label smoothing (Müller, Kornblith,
and Hinton 2019) is also a way to achieve loss correction for
noisy data (Zhang et al. 2021; Cui et al. 2022).

Sample selection is another type of method that aims to
train models on small-loss samples. Intuitively, small-loss
samples are more likely to be correctly labeled. The mem-
orization effect of DNNs shows that even with noisy labels,
DNNs learn clean and simple patterns first, and then grad-
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ually fit all samples (Arpit et al. 2017). This has given rise
to the widely used small-loss criterion: considering small-
loss samples as clean ones. Co-teaching (Han et al. 2018)
is a typical method based on the small-loss criterion with
two deep models. However, the selection operation based on
the small-loss criterion can still make mistakes, misclassify-
ing noisy samples as clean ones, and vice versa. To further
address the shortcomings of the traditional small-loss crite-
rion based methods, a semi-supervised method, DivideMix
(Li, Socher, and Hoi 2020), adopts Gaussian Model Mixture
(Rasmussen 1999) method to select clean samples based on
sample losses and uses MixMatch (Berthelot et al. 2019) to
train two deep models. Although DivideMix has remarkable
performance against label noise, it requires the noise rate
of the dataset, which significantly limits its application. To
further address the issue of DivideMix, some methods, such
as MOIT (Ortego et al. 2021), Jo-SRC (Yao et al. 2021) and
UNICON (Karim et al. 2022), develop new strategies to sep-
arate clean and noisy samples.

Methods
In this section, we present the details of our proposed ap-
proach for combating label noise. We start by introducing
some fundamental notations, followed by a two-part descrip-
tion of the RML. We then analyze the robustness of RML
theoretically. Lastly, we introduce a common method and a
semi-supervised model based on RML.

Notations
We use bold capital letters such as X to represent a ran-
dom vector, bold lowercase letters such as x to represent
the realization of a random vector, capital letters such as Y
to represent a random variable, and lowercase letters such
as y to represent the realization of a random variable. Con-
sider a c-class classification problem, let X be the feature
space, Y = {1, . . . , c} be the label space, (X, Y ) ∈ X × Y
be the random variables with joint distribution PX,Y and
D = {(xi, yi)}Ni=1 be a dataset containing i.i.d. N sam-
ples drawn from PX,Y , where xi and yi are the i-th in-
stance and its label. In practical applications, the true label
Y may not be observable. Instead, we have an noisy dataset
D̃ = {(xi, ỹi)}Ni=1 consisting of i.i.d. N samples drawn
from PX,Ỹ , where xi is the i-th instance and ỹi is its ob-
served label which may be correct or not. Define the loss set
of D̃ as L(D̃) :=

{
ℓ(f(xi), ỹi) | (xi, ỹi) ∈ D̃

}N

i=1
, where

ℓ(·) denotes the cross-entropy (CE) loss function and f is a
deep model with parameter θ ∈ Rd.

Regroup Median Loss
Fig. 1 illustrates the two-step process of RML. In Step (i),
a newly-proposed loss processing method is used to select
clean samples. Step (ii) utilizes losses of the selected sam-
ples and the original sample to estimate the loss by a regroup
strategy. Next we provide more details on these two steps.

Sample Selection. In the process of RML, first of all,
for each training sample, we select samples with the same

Figure 2: Loss distribution of noisy and clean samples on
CIFAR-10 for the model trained with CE and RML.

observed labels as this given sample. Consider a train-
ing sample (x, ỹ) in D̃, suppose that there are totally m

samples with the same label as ỹ in D̃. We denote by
D̃ỹ =

{
(xi, ỹi) ∈ D̃ | ỹi = ỹ

}m

i=1
= {(xi, ỹ)}mi=1 the se-

lected set and L(D̃ỹ) =
{
ℓ(f(xi), ỹ) | (xi, ỹ) ∈ D̃ỹ

}m

i=1
=

{ℓi}mi=1 the loss set of D̃ỹ . Since clean samples usually have
small losses (Gui, Wang, and Tian 2021), we define a new
sample selection probability based on sample loss to select
samples with small losses from D̃ỹ .

Definition 1 For any (xi, ỹi) ∈ D̃ỹ , define its selection
probability pi based on its original CE loss ℓi as

pi :=
e−ℓi∑m
j=1 e

−ℓj
. (1)

By Def. 1, the larger the sample loss, the smaller its se-
lection probability, i.e., clean samples have a higher selec-
tion probability. Nevertheless, such sample selection based
on original CE loss still has the same issue as the current
small-loss criterion because of the loss overlap between the
clean and noisy samples (Bai et al. 2021). To better separate
noise and clean samples, we processed the sample loss.

Definition 2 For any (xi, ỹi) ∈ D̃ỹ , define its processed
loss ℓ̃i based on its original CE loss ℓi as

ℓ̃i := ℓi × (ℓi + ε), (2)
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where ε is a bias term. Thus, its improved selection proba-
bility p̃i based on its processed loss ℓ̃i is

p̃i :=
e−ℓ̃i∑m
j=1 e

−ℓ̃j
. (3)

Then, we employ Prop. 1 to explain the operation.

Proposition 1 For an arbitrary sample (xτ , ỹ) in D̃ỹ , after
the processing operation in Eq. (2), its selection probability
change is log pτ − log p̃τ = ℓτ (ℓτ + ε− 1) − β = ℓ2τ − β,

where β = log
∑m

j=1 e−ℓj∑m
j=1 e−ℓj(ℓj+ε) is a constant.

Prop. 1 demonstrates the change of selection probabil-
ity between Eq. (1) and (3). Since

∑m
j=1 e

−ℓj(ℓj+ε) =∑m
j=1 e

−ℓ2j−ℓj <
∑m

j=1 e
−ℓj , then β > 0 and has a fixed

value for each training epoch. If ℓ2τ > β, which means the
loss value of the sample is large enough, then log pτ >
log p̃τ and thus p̃τ < pτ , the selection probability is re-
duced. On the contrary, the selection probability is improved
when ℓ2τ < β, indicating the sample has small loss. There-
fore, the processing operation in Eq. (2) reduces the se-
lection probability of noisy samples while increasing that
of clean ones. Notably, the setting of ε affects the number
of samples with high selection probability. The larger ε is,
the fewer samples with high selection probability, resulting
in too few samples to select and overfitting issues. Setting
ε = 1 can achieve a trade-off between high selection proba-
bility of clean samples and diversity of selected samples.

Regroup Median Loss. As stated above, the proposed
method reduces the probability of selecting noisy samples.
The samples selected by the probability according to Eq. (3)
are more likely to have correct labels. To make full use of the
information about noisy samples, we then use the selected
samples to estimate the loss of training samples.

First of all, for a training sample (x, ỹ) in a mini-batch,
recall that RML records losses of all samples in D̃ỹ as
L(D̃ỹ). Then we randomly select n× k samples accord-
ing to Eq. (3) without replacement, and combine them as
D̃s

ỹ = {(xs
i , ỹ)}

n×k
i=1 ⊆ D̃ỹ , where xs

i is the i-th selected
sample, n × k ⩽ m and n is an even number. D̃s

ỹ follows a
distribution PXs|Ỹ=ỹ whose p.d.f. is given by Eq. (3). After
the selection operation, these selected samples are used to
estimate the training sample loss.

Although the median loss of samples in D̃ỹ can miti-
gate the negative impact of outliers of the loss distribu-
tion of selected samples, it is small and has a large fluc-
tuation between different training steps (Staerman et al.
2021), resulting in the difficulty of the model training proce-
dure convergence. Compared to the median loss, the mean
loss is stable, although it is easily affected by the dis-
torted loss of noisy samples. To obtain a stable and ro-
bust loss estimation, RML combines the mean loss and
the median loss. RML partitions D̃s

ỹ into n disjoint sub-
sets S1, . . . ,Sn of size |Si| = k as D̃s

ỹ =
⋃n

i=1 Si . Then
we calculate the mean loss of each subset Si and store them

as W =
{
ℓsi | ℓsi = 1

|Si|
∑

(xs,ỹ)∈Si
ℓ(f(xs), ỹ)

}n

i=1
. For a

single training sample (x, ỹ), RML estimates its loss by the
median of W and its original loss ℓ(f(x), ỹ) as

ℓRML(f(x), ỹ) := Median
(
W ∪ {ℓ(f(x), ỹ)}

)
. (4)

Intuitively, if the observed label ỹ is the true label of x,
such an operation ensures that the estimated loss does not
deviate too far from its true loss. Specifically, selecting sam-
ples randomly makes each subset of D̃s

ỹ contains different
samples in different training steps, thus protecting the model
from overfitting issues caused by the fixed sample combina-
tion. Compared to the Median-of-Means, using the mean of
the median losses of each subset can also mitigate the nega-
tive of selected noisy samples in D̃s

ỹ . However, when the ob-
served label ỹ is incorrect, ℓRML(f(x), ỹ) obtained by the
mean of median losses of all subsets is distorted. To make
the model training procedure with RML efficient, we add
some operations, which can be found in Appendix .

Robustness Analysis of RML
This section analyzes the robustness of Eq. (4), which is
our main objective. Note that ℓ(f(x), ỹ) can also be viewed
as the mean loss of a set. Thus, we consider a set Sn+1

containing k samples drawn from PXs|Ỹ=ỹ and satisfying
1

|Sn+1|
∑

(xs,ỹ)∈Sn+1
ℓ(f(xs), ỹ) = ℓ(f(x), ỹ) . According

to (Lecué and Lerasle 2020), such RML can be regarded as
an MoM estimator of the loss expectation of D̃∗

ỹ =
⋃n+1

i=1 Si.
To introduce the properties of RML, we make some mild as-
sumptions about loss function ℓ on D̃∗

ỹ .

Assumption 1 Assume that the samples in D̃∗
ỹ are

i.i.d. drawn from a distribution PX∗|Ỹ=ỹ , satisfying
EX∗|Ỹ=ỹ[ℓ(f(X

∗), ỹ)] = µ̂ and VarX∗|Ỹ=ỹ[ℓ(f(X
∗), ỹ)]

= σ̂2 < ∞.

Then based on the properties of MoM, we employ Thm.
1 to prove the robustness of ℓRML. The proof of the theorem
is in Appendix .

Theorem 1 For any n, ϵ > 0 , ℓRML(f(x), ỹ) satisfies

P (|ℓRML(f(x), ỹ)− µ̂| > ϵ) ⩽ e−C1(
1
2−C2

σ̂2

ϵ2
)2 , where C1

and C2 are positive constants.

In noisy label learning, demonstrating that a loss func-
tion is robust involves showing that the estimated loss is
equivalent to the loss calculated using clean labels, i.e., for
(x, ỹ), ℓRML(f(x), ỹ) is close to its true loss ℓ(f(x), y).
However, due to the uncertainty about the correctness of
the observed label, it is difficult to know ℓ(f(x), y). In the
proposed RML, we first save samples with the label ỹ in
D̃ as D̃ỹ , then select a subset D̃s

ỹ of D̃ỹ per Eq. (3). Af-
ter these two steps, the distribution of D̃s

ỹ can be approxi-
mated as the sample distribution when the true label is ỹ, i.e.,
PXs|Ỹ=ỹ → PX|Y=ỹ . By combining this with ℓ(f(x), ỹ),
we obtain D̃∗

ỹ through our analysis. Following this line, the
distance between µ̂ and ℓRML(f(x), ỹ) can be used to eval-
uate the robustness of RML. Incorporating Thm. 1, it give
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Dataset Method Symmetric Pairflip Instance
0.2 0.5 0.45 0.2 0.4

CIFAR-10

CE 84.00±0.66 75.51±1.24 63.34±6.03 85.10±0.68 77.00±2.17
Co-teaching 87.16±0.11 72.80±0.45 70.11±1.16 86.54±0.11 80.98±0.39

Forward 85.63±0.52 77.92±0.66 60.15±1.97 85.29±0.38 74.72±3.24
Joint-Optim 89.70±0.11 85.00±0.17 82.63±1.38 89.69±0.42 82.62±0.57
T-revision 89.63±0.13 83.40±0.65 77.06±6.47 90.46±0.13 85.37±3.36

DMI 88.18±0.36 78.28±0.48 57.60±14.56 89.14±0.36 84.78±1.97
PES 92.38±0.40 87.45±0.35 88.43±1.08 92.69±0.44 89.73±0.51

RML (Ours) 92.89±0.42 89.13±0.21 90.54±0.34 93.34±0.23 90.73±0.44

CIFAR-100

CE 51.43±0.58 37.69±3.45 34.10±2.04 52.19±1.42 42.26±1.29
Co-teaching 59.28±0.47 41.37±0.08 33.22±0.48 57.24±0.69 45.69±0.99

Forward 57.75±0.37 44.66±1.01 27.88±0.80 58.76±0.66 44.50±0.72
Joint-Optim 64.55±0.38 50.22±0.41 42.61±0.61 65.15±0.31 55.57±0.41
T-revision 65.40±1.07 50.24±1.45 41.10±1.95 60.71±0.73 51.54±0.91

DMI 58.73±0.70 44.25±1.14 26.90±0.45 58.05±0.20 47.36±0.68
PES 68.89±0.45 58.90±2.72 57.18±1.44 70.49±0.79 65.68±1.41

RML (Ours) 69.74±0.24 67.05±0.31 65.67±0.54 73.43±0.71 71.12±1.12

Table 1: Average test accuracy (%) comparison with state-of-the-art methods without semi-supervised strategy on CIFAR-10
and CIFAR-100. The mean and standard deviation computed over five runs are presented. Baselines are from (Bai et al. 2021).

birth to a conclusion that w.h.p., ℓRML(f(x), ỹ) can con-
verge to the true loss ℓ(f(x), y). Further explanation of the
theorem is attached to Appendix .
Corollary 1 After the loss processing operation in Eq. (2),
the upper bound in Thm. 1 is reduced.

Cor. 1 shows that our loss processing operation can make
the loss estimation more robust. A simple proof can be found
in Rmk. 1 of Appendix .

Combating Label Noise Based on RML
After the introduction of RML, we then present the common
and semi-supervised methods for combating label noise.
For the RML-based methods with and without the semi-
supervised strategy, we set a traditional training model fθ
and a momentum model gθ′ with parameter as θ′ ∈ Rd (Tar-
vainen and Valpola 2017) updated following

θ′t+1 = λθ′t + (1− λ)θt+1, (5)
where t and λ are the training step and a weighting pa-
rameter. In our experiments, λ is set to 0.999 according to
(Tarvainen and Valpola 2017). The pseudocode of the RML-
based method is described in Alg. 1 of Appendix .

Common Method Based on RML. As shown in Fig. 2,
the traditionally trained model divides training samples into
two groups based on their loss values. The left column of
the figures shows the prediction results of a model trained
using the traditional CE loss, while the right column shows
the prediction results of a model trained using RML. Com-
pared to the figures in the left column, those in the right
column clearly show that clean and noisy samples are sepa-
rated into two distinct groups. This demonstrates that RML
can prevent the model from learning from noisy samples
while still extracting sufficient information from clean sam-
ples. By using the knowledge gained from clean samples,
we can correct the labels of noisy samples, further improv-
ing the model’s performance against label noise. As a result,
we propose a semi-supervised method.

Semi-supervised Method Based on RML. For the semi-
supervised method based on RML, we separate noisy and
clean samples into two groups. Existing selection meth-
ods usually adopt several hyperparameters and need to be
adjusted according to the noise rate of different training
datasets. To achieve an efficient and simple selection ap-
proach, we propose a new strategy, which uses fθ and gθ′

to select samples. For a training sample (x, ỹ) ∈ D̃, if its
prediction label for both fθ and gθ′ is equal to ỹ, then it is
reserved in D̃labeled. Otherwise, it is stored in D̃unlabeled.

The semi-supervised model is trained by two steps: com-
mon training and semi-supervised training. In common
training, fθ is trained with RML while gθ′ is updated by Eq.
(5). In semi-supervised training, we use the MixMatch strat-
egy to fully utilize the information of unlabeled samples and
further improve the model performance. The detailed proce-
dure can be found in Alg. 2 of Appendix .

Experiments
This section presents the training settings in the first part
and then shows the experimental comparison between the
proposed method. The last part discusses the impact of some
operations in RML on the model performance and analyzes
the experimental parameter settings.

Experimental Setup
This section briefly describes some of the experimental set-
tings, including the datasets, network structure, and base-
lines. Details can be found in Appendix .

Datasets. We perform experiments on synthetic datasets
and real-world datasets. For experiments on synthetic
datasets, we choose two commonly used datasets CIFAR-
10 and CIFAR-100 with different rates of symmetric la-
bel noise, pairflip label noise, and instance-dependent la-
bel noise (Xia et al. 2020). The generation of label noise in
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Dataset CIFAR-10 CIFAR-100
Method / Symmetric 0.2 0.5 0.8 0.2 0.5 0.8

CE 86.5 ± 0.6 80.6 ± 0.2 63.7 ± 0.8 57.9 ± 0.4 47.3 ± 0.2 22.3 ± 1.2
MixUp 93.2 ± 0.3 88.2 ± 0.3 73.3 ± 0.3 69.5 ± 0.2 57.1 ± 0.6 34.1 ± 0.6

DivideMix 95.6 ± 0.1 94.6 ± 0.1 92.9 ± 0.3 75.3 ± 0.1 72.7 ± 0.6 56.4 ± 0.3
ELR+ 94.9 ± 0.2 93.6 ± 0.1 90.4 ± 0.2 75.5 ± 0.2 71.0 ± 0.2 50.4 ± 0.8
PES 95.9 ± 0.1 95.1 ± 0.2 93.1 ± 0.2 77.4 ± 0.3 74.3 ± 0.6 61.6 ± 0.6

RML-Semi (Ours) 96.5 ± 0.2 95.7 ± 0.5 93.9 ± 0.2 78.9 ± 0.3 77.8 ± 0.7 64.1 ± 0.3

Table 2: Average test accuracy (%) comparison with state-of-the-art methods with semi-supervised strategy on CIFAR-10 and
CIFAR-100. The mean and standard deviation over 5 runs are presented. Baselines are from (Bai et al. 2021).

Dataset CIFAR-10 CIFAR-100
Method / Noise Instance-0.2 Instance-0.4 Pairflip-0.45 Instance-0.2 Instance-0.4 Pairflip-0.45

CE 87.5 ± 0.5 78.9 ± 0.7 74.9 ± 0.7 56.8 ± 0.4 48.2 ± 0.5 38.5 ± 0.6
MixUp 93.3 ± 0.2 87.6 ± 0.5 82.4 ± 1.0 67.1 ± 0.1 55.0 ± 0.1 44.2 ± 0.5

DivideMix 95.5 ± 0.1 94.5 ± 0.2 85.6 ± 1.7 75.2 ± 0.2 70.9 ± 0.1 48.2 ± 1.0
ELR+ 94.9 ± 0.1 94.3 ± 0.2 86.1 ± 1.2 75.8 ± 0.1 74.3 ± 0.3 65.3 ± 1.3
PES 95.9 ± 0.1 95.3 ± 0.1 94.5 ± 0.3 77.6 ± 0.3 76.1 ± 0.4 73.6 ± 1.7

RML-Semi (Ours) 96.3 ± 0.2 95.5 ± 0.3 95.2 ± 0.3 78.4 ± 0.2 76.8 ± 0.5 75.9 ± 0.3

Table 3: Average test accuracy (%) comparison with state-of-the-art methods with semi-supervised strategy on CIFAR-10 and
CIFAR-100. The mean and standard deviation over 5 runs are presented. Baselines are from (Bai et al. 2021).

our experiments follows (Bai et al. 2021). For the real-world
datasets, we choose Clothing1M and WebVision.

Network Structure. All our experiments are performed
on Ubuntu 20.04.3 LTS workstations with Intel Xeon 5120
and 5×3090 by PyTorch. To compare with baselines in com-
mon experimental results of the model without the semi-
supervised strategy, we select ResNet-18 for the CIFAR-10
dataset and ResNet-34 for the CIFAR-100 dataset based on
(Bai et al. 2021). For semi-supervised experiments, ResNet-
18 is used as the backbone for both two datasets. For the
real-world datasets, experiments on Clothing1M adopt a
pre-trained ResNet-50, while the experiments on WebVision
use ResNet-50 trained from scratch.

Baselines. We perform two groups of experiments on syn-
thetic and real-world datasets. One trains the model directly,
while the other adopts a semi-supervised strategy. For a fair
comparison, we compare with different baselines with the
same experimental settings. For approaches without semi-
supervised strategy, we choose Forward (Patrini et al. 2017),
Co-teaching (Han et al. 2018), Joint-Optim (Tanaka et al.
2018), MLNT (Li et al. 2019), T-revision (Xia et al. 2019),
PCIL (Yi and Wu 2019), DMI (Xu et al. 2019), and PES
(Bai et al. 2021). For semi-supervised group, we choose M-
correction (Arazo et al. 2019), DivideMix (Li, Socher, and
Hoi 2020), ELR+ (Liu et al. 2020), Sel-CL (Li et al. 2022),
NCR (Iscen et al. 2022), and UNICON (Karim et al. 2022).

Results Comparison on Synthetic Datasets
We perform two groups of experiments on synthetic
datasets. Tab. 1 shows the experimental comparisons on
CIFAR-10 and CIFAR-100 without the semi-supervised
strategy. For the experiments on CIFAR-10, we set k to
60 for a symmetric label noise ratio of 0.8. For instance-
dependent and symmetric label noise with 0.2 ratio, the

Method w/o Semi Accuracy Method w/ Semi Accuracy
CE 69.21 DivideMix 74.76

Joint-Optim 72.16 ELR+ 74.81
DMI 72.46 PES 74.99

MLNT 73.47 UNICON 74.98
PCIL 73.49 NCR 74.6

RML (Ours) 73.54 RML-Semi (Ours) 75.14

Table 4: Average test accuracy (%) comparison on Cloth-
ing1M. Baselines are from (Karim et al. 2022).

k is 600. The remaining experiments on CIFAR-10 adopt
k = 200. The experiments on CIFAR-100 use k = 50 when
the noise rate is 0.2. For the experiments on CIFAR-100 with
a noise rate of 0.8, k is 6. For the rest of the experiments,
k is set to 20. Compared to existing methods, RML helps
the model achieve better performance on the two datasets
with different noise rates and noise types. RML increases
the average test accuracy by about 1% on CIFAR-10 and by
about 6% on CIFAR-100. The improvement of the model
trained by RML is remarkable when datasets have a higher
noise rate, especially on CIFAR-100. Compared with the tra-
ditional training model, as shown in Tab. 2 and Tab. 3, the
semi-supervised strategy further improves the model perfor-
mance against label noise and achieves about 1% average
test accuracy improvement on the two datasets, verifying the
effectiveness of our proposed RML on synthetic datasets.

Results Comparison on Real-world Datasets

For real-world datasets, it is difficult to obtain noise rates
and types. Therefore, methods should be able to handle var-
ious types of label noises and uncertain noise rates. To fully
evaluate the effect of RML, we perform experiments on two
real-world datasets and compare results with baselines.
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Method w/o Semi WebVision ILSVRC12 Method w/ Semi WebVision ILSVRC12
Forward 61.12 57.36 DivideMix 77.32 75.20
Meta-Net 63.00 57.80 ELR+ 77.78 70.29

Iterative-CV 65.24 61.60 UNICON 77.60 75.29
Co-training 63.58 61.48 Sel-CL 79.96 76.84
RML (Ours) 73.32 75.04 RML-Semi(Ours) 81.34 77.38

Table 5: Average test accuracy (%) comparison on WebVision. Baselines are from (Bai et al. 2021; Karim et al. 2022).

Dataset CIFAR-10 CIFAR-100
Method / Noise Instance-0.4 Symmetric-0.5 Pairflip-0.45 Instance-0.4 Symmetric-0.5 Pairflip-0.45

w/o Loss Processing 88.47 ± 0.37 86.73 ± 0.33 87.75 ± 0.71 65.43 ± 0.45 62.31 ± 0.87 56.36 ± 1.23
w/o Median Operation 85.32 ± 0.54 83.61 ± 0.43 85.77 ± 0.25 64.37 ± 0.56 61.81 ± 0.59 55.32 ± 1.17

RML (Ours) 90.73 ± 0.44 89.13 ± 0.21 90.14 ± 0.34 71.12 ± 1.12 67.05 ± 0.31 64.67 ± 0.54

Table 6: Ablation study with different training settings. The mean and standard deviation over 5 runs are presented.

Performance on Clothing1M. Tab. 4 compares the model
performance with baselines on Clothing1M. We set k to 200
for each 1000 selected training batches. Compared to ex-
isting traditionally trained methods, the model trained with
RML achieves better performance. For the semi-supervised
experiments on Clothing1M, the semi-supervised model
with RML further strengthens the model performance. Tab.
4 verifies that the semi-supervised model with RML is able
to deal with label noise in such a complex real-world Cloth-
ing1M dataset. Compared to the current semi-supervised
methods, the semi-supervised model with RML increases
the test accuracy by 0.15%.

Performance on WebVision. The WebVision dataset is
more challenging because we need to train models from
scratch. Due to the unbalanced samples of each class, we
select 75% losses of training samples and divide them into 6
groups to train the model. For the traditional training meth-
ods in Tab. 5, the improvement of the model with RML
is remarkable compared to existing methods. Our method
achieves an improvement in accuracy of 8% and 14% on
WebVision and ILSVRC12, respectively. The comparison
between Co-training and RML shows that RML addresses
the issues of the existing small-loss criterion and is bet-
ter at combating label noise in real-world datasets. Tab. 5
demonstrates that the semi-supervised method with RML
can protect the model from label noise in real-world datasets
and improve the model generalization. The semi-supervised
model achieves about 1.5% improvement in test accuracy
on WebVision and 0.54% improvement on ILSVRC12, ob-
viously better than the current state-of-the-art methods.

Ablation Studies

In this part, we discuss the impact of loss processing, median
operation and settings of n on experimental results.

Loss Processing. As shown in Tab. 6, we compare the ex-
perimental results of the model for RML with and without
loss processing on CIFAR-10 and CIFAR-100 with various
types of label noises, indicating that the proposed loss pro-
cessing apparently improves the model’s performance.

Median Operation. The median operation plays an essen-
tial role in RML to combat label noise. To verify the func-
tion of the median operation, we perform experiments on
CIFAR-10 and CIFAR-100. For groups of experiments with-
out the median operation, we simply compute the mean of
the selected sample losses. Tab. 6 shows the experimental
results of RML in two cases. Compared with the mean loss,
RML with the regroup median operation helps the model
achieve better performance, which indicates that the median
operation can mitigate the negative impact of selected noisy
samples and provide a more appropriate loss estimation for
noisy samples than the mean loss.

Parameter Settings of n. In RML, n is the window size
of the median operation and should be an even number. To
explore the appropriate setting of n, we perform experiments
on CIFAR-10 with various types of label noises to evaluate
the impact of different values of n on the model convergence
speed and performance. As shown in Fig. 3 and Tab. 8 in Ap-
pendix, when the value of n is higher, the convergence speed
is slower because the higher n is, the smaller the estimated
loss is. To take into account the model performance and the
convergence speed, we choose n = 6 on all datasets.

Conclusions

In this work, we propose RML, a novel method to combat la-
bel noise. We analyze the shortcomings of existing methods
and introduce the motivation of our proposed method. Then,
we present the details of RML and explain some of its main
operations. Based on RML, we propose a semi-supervised
method based on RML to further improve the model per-
formance against label noise. To verify the effectiveness of
RML, we perform a large number of experiments on syn-
thetic datasets with various types of label noises and real-
world datasets with unknown noise types and noise rates.
These experiments show that RML corrects the distorted
losses of noisy samples and provides an appropriate estima-
tion for each training sample. Compared to state-of-the-art
methods, these results show that RML further improves the
model performance against label noise.
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