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Abstract

In this paper, we address the performance degradation of ef-
ficient diffusion models by introducing Multi-architecturE
Multi-Expert diffusion models (MEME). We identify the need
for tailored operations at different time-steps in diffusion pro-
cesses and leverage this insight to create compact yet high-
performing models. MEME assigns distinct architectures to
different time-step intervals, balancing convolution and self-
attention operations based on observed frequency character-
istics. We also introduce a soft interval assignment strategy
for comprehensive training. Empirically, MEME operates 3.3
times faster than baselines while improving image genera-
tion quality (FID scores) by 0.62 (FFHQ) and 0.37 (CelebA).
Though we validate the effectiveness of assigning more op-
timal architecture per time-step, where efficient models out-
perform the larger models, we argue that MEME opens a new
design choice for diffusion models that can be easily applied
in other scenarios, such as large multi-expert models.

Introduction
Diffusion models (Sohl-Dickstein et al. 2015; Song and Er-
mon 2019; Ho, Jain, and Abbeel 2020) are a promising ap-
proach for generative modeling, and they are likely to play
an increasingly important role in diverse domains, including
image (Dhariwal and Nichol 2021; Rombach et al. 2022;
Balaji et al. 2022), audio (Kong et al. 2021; Kim, Kim, and
Yoon 2022), video (Ho et al. 2022b,a; Zhou et al. 2022), and
3D generation (Poole et al. 2022; Seo et al. 2023). How-
ever, despite their impressive performance, diffusion models
suffer from high computation costs, which stem from the
following two orthogonal factors: (i) the lengthy iterative de-
noising process, and (ii) the cumbersome denoiser networks.
Though there have been several efforts to overcome such lim-
itations (Song, Meng, and Ermon 2021; Bao et al. 2022; Lu
et al. 2022; Meng et al. 2022; Song et al. 2023), most of these
efforts have focused only on resolving the first factor, such
that the cumbersome denoisers still limit their applicability
to real-world scenarios. A few efforts reduce the size of the
denoisers based on post-training low-bit quantization (Shang
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et al. 2022) and distillation (Yang et al. 2022), as we illus-
trated in Fig. 1b, but they usually achieve such efficiency by
compromising on accuracy.

In this paper, we thus aim to build a diffusion model that is
compact yet comparable in performance to the large models.
For this purpose, we first ask a research question “why the
traditional diffusion models require such massive parame-
ters?”. (Choi et al. 2022; Go et al. 2023) suggests that the
difficulty of learning diffusion models is that they have to
learn all the different tasks at many different time-steps. One
step further, from a frequency perspective, (Yang et al. 2022)
theoretical explains that diffusion models should learn too
many different features in varying time-steps, where diffu-
sion models tend to initially form low-frequency components
(e.g., overall image contour) and subsequently fill in high-
frequency components (e.g., detailed textures). However, as
they assume the denoiser network to be a linear filter, which
is not practical, we aim to investigate empirical evidence
to support this claim. Specifically, we analyze the per-layer
Fourier spectrum for the input xt at each diffusion time-step
t, finding that there are significant and consistent variations in
the relative log amplitudes of the Fourier-transformed feature
maps as t progresses. This finding indicates that the costly
training of large models indeed involves learning to adapt to
the different frequency characteristics at each time-step t.

One way to leverage this finding is to assign distinct time-
step intervals to multiple diffusion models (Go et al. 2022;
Balaji et al. 2022), referred to as the multi-expert strategy, in
order for models to be specialized in the assigned time-step
intervals as shown in Fig. 1c. However, since (Go et al. 2022)
utilized the multi-expert strategy for the conditioned genera-
tion with guidance and (Balaji et al. 2022) focused on high
performance, the architecture efficiency is not considered.
Most importantly, to the best of our knowledge, previous
works have constructed diffusion models with a single archi-
tecture, missing the possibility of optimal architectures that
better solve the task at each time-step of diffusion.

To this end, we propose to assign different models with
different architectures for each different time-step inter-
val, whose base operations vary according to their respec-
tive frequency ranges, which we dub Multi-architecturE
Multi-Expert diffusion models (MEME) (Fig. 1d). Specifi-
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(a) Single large model with an identical architecture

(b) Single small model with an identical architecture

(c) Multiple small expert models with an identical architecture

(d) Multiple small expert models with multiple architectures (MEME)

Figure 1: Comparative illustration of single/multiple-expert models with single/multiple architectures. Figure 1a depict the
standard diffusion models approach, which employs a single large denoiser. To reduce the cost due to the large-scale of the
model, a diffusion model with a small denoiser is designed with post-training low-bit or distillation as illustrated in Fig. 1b.
In Fig. 1c, to alleviate the performance drop, we consider a configuration with multiple small expert models having identical
architectures. Finally, our proposed method, the Multi-architecturE Multi-Expert diffusion models (MEME), constructs small
expert models with unique optimal architectures for their respective assigned time-step intervals, as visualized in Fig. 1d.

cally, we leverage the property that convolutions are advan-
tageous for handling high-frequency components (t ∼ 0),
while multi-head self-attention (MHSA) excels in processing
low-frequency components (t ∼ T ) (d’Ascoli et al. 2021;
Dai et al. 2021; Park and Kim 2022; Si et al. 2022). However,
a naive hard-shuffling of convolution and MHSA at different
time intervals would be suboptimal because the features are
inherently a combination of high- and low-frequency compo-
nents (d’Ascoli et al. 2021; Si et al. 2022).

In order to better adapt to such frequency-specific compo-
nents, we propose a more flexible denoiser architecture called
iU-Net, which incorporates an iFormer (Si et al. 2022) block
that allows for adjusting the channel-wise balance ratio be-
tween the convolution operations and MHSA operations. We
take advantage of the characteristic of diffusion models we
discovered that first recover low-frequency components dur-
ing the denoising process and gradually add high-frequency
features. Consequently, we configure each architecture to
have a different proportion of MHSA, effectively tailoring
each architecture to suit the distinct requirements at different
time-step intervals of the diffusion process.

We further explore methods for effectively assigning focus
on specific time-step intervals to our flexible iU-Net. Specifi-
cally, we identify a soft interval assignment strategy for the
multi-expert models that prefers a soft division over a hard
segmentation. This strategy allows the experts assigned to
intervals closer to T to have more chance to be trained with
the entire time-step, which prevents excessive exposure to
meaningless noises at the time-step t ∼ T .

Empirically, our MEME diffusion models effectively per-
form more specialized processing for each time-step interval,
resulting in improved performance compared to the baselines.
MEME, with LDM (Rombach et al. 2022) as the baseline,
has managed to reduce the computation cost by 3.3 times
while training on FFHQ (Karras, Laine, and Aila 2019) and
CelebA-HQ (Karras et al. 2018) datasets from scratch and
has simultaneously improved image generation performance
by 0.62 and 0.37 in FID scores, respectively. By comparing
the Fourier-transformed feature maps of MEME and multi-
expert with identical architecture, we have confirmed that
MEME’s multi-architecture approach allows for distinct fre-
quency characteristics suitable for each interval. Furthermore,
MEME not only improves performance when combined with
the LDM baseline but also demonstrates successful perfor-
mance enhancements when integrated with the other diffusion
model, DDPM (Ho, Jain, and Abbeel 2020).

Our main contributions are summarized as follows:

• As far as we know, we are the first to identify and address
the limitation of diffusion models where vastly different
functionalities at each time-step in diffusion processes
yield sub-optimal performances.

• We propose MEME, a novel diffusion models framework
composed of multi-architecture multi-expert denoisers
that can balance operations for low- and high-frequency,
performing distinct operations for each time-step interval.

• MEME surpasses its large counterparts in terms of gen-
eration quality while providing more efficient inference.
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Trained from scratch on the FFHQ and CelebA datasets,
MEME operates 3.3 times faster than baselines while
improving FID scores by 0.62 and 0.37, respectively.

Related Work
Diffusion Models
Diffusion models (Sohl-Dickstein et al. 2015; Song and Er-
mon 2019), a subclass of generative models, generate data
through an iterative denoising process. Trained by denois-
ing score-matching objectives, these models demonstrate
impressive performance and versatility in various domains,
including image (Dhariwal and Nichol 2021; Rombach et al.
2022; Balaji et al. 2022), audio (Kong et al. 2021; Popov et al.
2021; Kim, Kim, and Yoon 2022), video (Ho et al. 2022b;
Zhou et al. 2022), and 3D (Poole et al. 2022; Zeng et al. 2022;
Seo et al. 2023) generation. However, diffusion models suffer
from significant drawbacks, such as high memory and compu-
tation time costs (Kong and Ping 2021; Lu et al. 2022). These
issues primarily stem from two factors: the lengthy iterative
denoising process and the substantial number of parameters
in the denoiser model. A majority of studies addressing the
computation cost issues of diffusion models have focused
on accelerating the iteration process. Among these, (Watson
et al. 2022, 2021; Dockhorn, Vahdat, and Kreis 2022) have
employed more efficient differential equation solvers. Other
studies have sought to reduce the lengthy iterations by using
truncated diffusion (Lyu et al. 2022; Zheng et al. 2022) or
knowledge distillation (Luhman and Luhman 2021; Salimans
and Ho 2022; Song et al. 2023).

In contrast, (Shang et al. 2022) and (Yang et al. 2022) focus
on reducing the size of diffusion models. (Shang et al. 2022)
proposes a post-training low-bit quantization specifically tai-
lored for diffusion models. (Yang et al. 2022) analyzes dif-
fusion models based on frequency, enabling small models
to effectively handle high-frequency dynamics by applying
wavelet gating and spectrum-aware distillation. However,
these attempts at lightweight models usually fail to match the
performance of large models and rely on resource-intensive
training, which assumes the availability of a pretrained dif-
fusion model. To overcome such dependency, multi-expert
strategies have been explored to increase the model capac-
ity (Balaji et al. 2022) while keeping the inference cost at
each time step. In this work, our distinction is to enhance
the multi-expert strategy, by focusing more on the fact that
diffusion models have to learn very different functionality at
each time-step, while the existing diffusion models leverages
a single operation across the diffusion processes.

Combination of Convolutions and Self-attentions
Since the advent of the Vision Transformer (Dosovitskiy
et al. 2021), there has been active research into why self-
attention works effectively in the image domain and how it
differs from convolution operations. (Park and Kim 2022;
Si et al. 2022; Wang et al. 2022; Bai et al. 2022) explain
empirically or theoretically that this is because self-attention
operations better capture global features and act as low-pass
filters. There have been efforts (Dai et al. 2021; d’Ascoli
et al. 2021; Park and Kim 2022; Si et al. 2022; Bu, Huang,

and Cui 2023) aiming to design optimal architectures that
better combine the advantages of self-attention and convolu-
tion. (Park and Kim 2022; Dai et al. 2021) suggest structuring
networks with convolution-focused front layers, which are ad-
vantageous for high-pass filtering, and self-attention-focused
rear layers, which are advantageous for low-pass filtering.
(d’Ascoli et al. 2021; Si et al. 2022) propose new blocks that
perform operations intermediate between convolution and
self-attention. Notably, (Si et al. 2022) proposes the iFormer
block that allows for adjustable ratios between convolution
and self-attention operations. While previous efforts have
been focused on exploring better operations and architec-
tures for image recognition, we are the first to explore the
same questions in diffusion models, revealing the need for
diffusion-specific strategies.

Background
Spectrum Evolution over Diffusion Process
Diffusion models (Sohl-Dickstein et al. 2015; Song and Er-
mon 2019) work by inverting a stepwise noise process using
latent variables. Data points x0 from the true distribution are
perturbed by Gaussian noise with zero mean and βt variance
across T steps, eventually reaching Gaussian white noise. As
in (Ho, Jain, and Abbeel 2020), efficiently sampling from
the noise-altered distribution q(xt) is achieved through a
closed-form expression to generate arbitrary time-step xt:

xt =
√
ᾱtx0 +

√
1− ᾱtϵ, (1)

where ϵ ∼ N (0, I), αt = 1− βt, and ᾱt =
∏t

s=1 αs.
The denoiser, a time-conditioned denoising neural network

sθ(x, t) with trainable parameters θ, is trained to reverse the
diffusion process by minimizing re-weighted evidence lower
bound (Song and Ermon 2019), as follows:

Et,x0,ϵ

[
||∇xt log p(xt|x0)− sθ(xt, t)||22

]
(2)

In essence, the denoiser learns to recover the gradient that
optimizes the data log-likelihood. The previous step data
xt−1 is generated by inverting the Markov chain:

xt−1 ←
1√

1− βt
(xt + βtsθ(xt, t)) +

√
βtϵt (3)

In this reverse process, the insight that diffusion models
evolve from rough to detailed was gained through several
empirical observations (Ho, Jain, and Abbeel 2020; Rombach
et al. 2022). Beyond them, (Yang et al. 2022) provides a nu-
merical explanation of this insight from a frequency perspec-
tive by considering the network as a linear filter. In this case,
the optimal filter, known as the Wiener filter (Wiener et al.
1949), can be expressed in terms of its spectrum response at
every time-step. Under the widely accepted assumption that
the power spectra E[|X0(f)|2] = As(θ)/f

αS(θ) of natural
images x0 follows a power law (Burton and Moorhead 1987;
Field 1987; Tolhurst, Tadmor, and Chao 1992) the frequency
response of the signal reconstruction filter is determined by
the amplitude scaling factor As(θ) and the frequency expo-
nent αS(θ). As the reverse denoising process progresses from
t = T to t = 0, and ᾱ increases from 0 to 1, diffusion models,
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as analyzed by (Yang et al. 2022), exhibit spectrum-varying
behavior over time. Initially, a narrow-banded filter restores
only low-frequency components responsible for rough struc-
tures. As t decreases and ᾱ increases, more high-frequency
components, such as human hair, wrinkles, and pores, are
gradually restored in the images.

Inception Transformer
The limitation of transformers in the field of vision is well-
known as they tend to capture low-frequency features that
convey global information but are less proficient at capturing
high-frequency features that correspond to local informa-
tion (Dosovitskiy et al. 2021; Si et al. 2022). To address
this shortcoming, (Si et al. 2022) introduced the Inception
Transformer, which combines a convolution layer with a
transformer, utilizing the Inception module (Szegedy et al.
2015, 2016, 2017). To elaborate, the input feature Z ∈ RN×d

is first separated into Zh ∈ Rn×dh and Zl ∈ Rn×dl along
the channel dimension, where d = dh + dl. The iFormer
block then applies a high-frequency mixer to Zh and a low-
frequency mixer to Zl. Specifically, Zh is further split into
Zh1

and Zh2
along the channel dimension as follows:

Yh1
= FC(MP(Zh1

)), (4)
Yh2

= D-Conv(FC(Zh2
)), (5)

where Y denotes the outputs of high-frequency mixer, FC is
fully-connected layer, MP represents max pooling layer, and
D-Conv is depth-wise convolutional layer.

In the low-frequency mixer, MHSA is utilized to acquire a
comprehensive and cohesive representation, as shown in Eq.
6. This global representation is then combined with the output
from the high-frequency mixer as in Eq. 7. However, due to
the potential oversmoothing effect of the upsample operation
in Eq. 6, a fusion module is introduced to counteract this
issue and produce the final output, outlined in Eq. 8:

Yl = Up(MHSA(AP(Zh2))), (6)
Yc = Concat(Yh1

,Yh2
,Yl), (7)

Y = FC(Yc + D-Conv(Yc)), (8)

where Up denotes upsampling, AP is average pooling, and
Concat represents concatenation.

Frequency Analysis for Diffusion Models
It is useful to design the architecture with distinct blocks
capturing appropriate frequency according to the depth of
the block (d’Ascoli et al. 2021; Touvron et al. 2021). In this
section, we analyze the frequency-based properties of latents
and extracted features according to time-step.

Frequency Component from Latents.
From the fact that a Gaussian filter prioritizes the filtering out
of high-frequency (Gonzalez and Woods 2002), it is evident
that the training data fed into diffusion models progressively
lose their high-frequency spectrum as t increases. In Fig.
2, we visualize the Fourier spectrum of input latent, output
of autoencoder, for training LDM (Rombach et al. 2022)
with FFHQ (Karras, Laine, and Aila 2019) dataset. By il-
lustrating the Fourier coefficients of the periodic function

(a) t = 125 (b) t = 375 (c) t = 625 (d) t = 875

Figure 2: Visualization of the Fourier spectrum of the inputs
used in training diffusion models. As t increases from 0 to T ,
the high-frequency feature spectrum, initially concentrated
towards the center, gradually disappears.

against the corresponding frequency, the training data grad-
ually lose their high-frequency spectrum as t increases. It
suggests designing a diffusion model that filters different
frequency components according to the time-step for dealing
with the corresponding features.

Frequency Component Focused by Model.
Here, we first introduce the analysis on the frequency for each
layer with the distinct depth as (d’Ascoli et al. 2021) did. We
examine the relative log amplitudes of Fourier-transformed
feature maps obtained from the pre-trained latent diffusion
model (LDM). (Park and Kim 2022) reveals that image recog-
nition deep neural networks primarily perform high-pass fil-
tering in earlier layers and low-pass filtering in later layers.
Additionally, in this paper, we further analyze the frequency
components focused by the diffusion model with respect to
the diffusion time-step. The captured feature with frequency
perspective is illustrated in each subfigure of Fig. 3, indicat-
ing that diffusion models tend to attenuate low-frequency
signals more prominently as t increases. These findings align
with the well-established characteristics of a Gaussian filter,
known for its tendency to suppress high-frequency compo-
nents primarily (Gonzalez and Woods 2002).

Multi-Architecture Multi-Expert
Based on our frequency analysis for diffusion models, we
propose the following significant hypothesis: By structuring
the denoiser model with operations that vary according to
each time-step interval, it could potentially enhance the effi-
ciency of the diffusion model’s learning process. To validate
this hypothesis, two key elements are needed: i) a denoiser
architecture with the capacity to adjust the degree of its spe-
cialization towards either high or low frequencies, and ii) a
strategy for varying the application of this tailored architec-
ture throughout the diffusion process.

iU-Net Architecture
We propose the iU-Net architecture, a variant of U-Net (Ron-
neberger, Fischer, and Brox 2015) that allows for adjusting
the ratio of operations favorable to high and low frequencies.
We utilize a block referred to as the inception transformer
(iFormer) (Si et al. 2022), which intertwines convolution
operations, suitable for high-pass filtering, and Multi-Head
Self-Attention (MHSA) operations, suitable for low-pass fil-
tering, with an inception (Szegedy et al. 2015) mixer. Fig-
ure 4 illustrates the manner in which we have adapted the

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

13430



125
375
625
875

Time-step

(a) The former layer in the encoder
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875
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(b) The later layer in the encoder
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875

Time-step

(c) The former layer in the decoder

125
375
625
875

Time-step

(d) The later layer in the decoder

Figure 3: Visualization of relative log amplitudes of Fourier transformed feature map obtained from the pre-trained large LDM.
The ∆Log amplitude of high-frequency signals is a difference with log amplitudes at the frequency of 0.0π and π. We compute it
with 10K image samples at each time-step t ∈ {125, 375, 625, 875}. It shows the tendency of ∆Log amplitude to be interpolated
as t is changed. In particular, as t→ T , the Fourier transformed features from the model are rapidly changed after 0.0π.

Norm+Act.

Conv.

Norm+Act.

Drop.

Conv.

𝑥! 𝑇𝐸(𝑡)

Norm

i.Mixer

Norm+Act.

Drop.

Conv.

𝑥! 𝑇𝐸(𝑡)

Norm

i.Mixer

Norm

FFN

𝑥

(a) U-Net (b) iFormer (c) Ours (iU-Net)

Figure 4: Comparative illustration of the block in the diffu-
sion models. The ⊕ denotes element-wise addition and TE
denotes the time-embedding lookup table.

iFormer block to fit the denoiser architecture of diffusion.
This setup allows the iFormer block to regulate the ratio be-
tween the convolution-heavy high-frequency mixer and the
MHSA-heavy low-frequency mixer in the architecture’s com-
position. Following (Park and Kim 2022; Dai et al. 2021; Wu
et al. 2021; d’Ascoli et al. 2021; Si et al. 2022) that tried to
combine convolution and MHSA, we set the iU-Net encoder
to perform more MHSA operations in the later layers. We
discuss it more technically in a later section. Furthermore,
as in (Cao et al. 2022), rather than completely replacing the
block architecture from the U-Net block to the iFormer block,
asymmetrically merging the two is effective in constructing
an architecture for diffusion model that exploits iFormer.

Multi-Architecture Multi-Expert Strategy
Architecture Design for Experts To facilitate the construc-
tion of structures capable of accommodating diverse archi-
tectures, we employ a multi-expert strategy (Go et al. 2022;
Balaji et al. 2022), but assign different architectures to each
expert according to the frequency component. In each archi-
tecture, the ratio of dimension sizes for high and low channels

is defined by two factors: layer depth and diffusion time-step.
The former is well-known to enable the frequency dynamic
feature extraction by focusing on lower frequency as a deeper
layer (Park and Kim 2022; Dai et al. 2021). For more tech-
nical derivation, let dk be the channel size in the k-th layer,
dkh be the dimension size for the high mixer, and dkl for the
low mixer, satisfying dk = dkh + dkl . Based on the analysis
in Fig. 3, the ratio in each iFormer block is defined for deal-
ing with appropriate frequency components according to the
depth; dkh/d

k
l decreases as a deeper block. On the other hand,

the latter (diffusion time-step) can be associated with the
frequency components based on the observation we found;
as time-step t increases, the lower frequency components
are focused. Therefore, we configure the iU-Net architecture
such that the ratio of dkh/d

k
l decreases faster for the denoiser

taking charge of the expert on the larger t.
Soft Expert Strategy. As suggested in (Go et al. 2022),

one of N experts Θn is trained on the uniform and disjoint

interval In =

{
t

∣∣∣∣t ∈ (
(n−1)

N T, n
N T

]}
for n = 1, ..., N .

However, for the large n, expert Θn takes as noised input
images by near Gaussian noise ϵn ∼ N (

√
ᾱnx0, (1− ᾱn)I),

which makes it challenging for meaningful learning to take
place with Θn. To address this, we propose a soft expert
strategy, where each Θn learns on the interval In with a
probability of pn denoted as the expertization probability1.
Otherwise, it learns on the entire interval

⋃N
n=1 In with the

remaining probability of (1− pn).
Since it is evident that Θn for large n takes more noised

images, larger pn as n → N is a more flexible strategy for
training multi-expert, yielding p1 ≥ · · · ≥ pN .

Experiments
In this section, we demonstrate the capability of MEME
to enhance the efficiency of diffusion models. Firstly, we
showcase how our model can achieve superior performance
over the baseline models, despite being executed with less
computation. Secondly, we verify if our MEME model, as hy-

1Note that When pn = 1 regardless of n, it can be denoted as
hard expert strategy (Go et al. 2022).
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FFHQ 256× 256 (DDIM-200)
Model #Param↓ MACs↓ FID↓ Prec.↑ Recall ↑
LDM-L∗∗ (635K iter) (Rombach et al.
2022)

274.1M 288.2G 9.03 0.72 0.49

Lite-LDM† (Yang et al. 2022) 22.4M 23.6G 17.3 - -
SD (with Distill.) (Yang et al. 2022) 21.1M - 10.5 - -
LDM-L∗ (540K iter) 274.1M 288.2G 9.14 0.72 0.48
LDM-S∗ 89.5M(3.1×) 94.2G(3.1×) 11.41(−2.27) 0.66(−0.06) 0.44(−0.04)
iU-LDM-S∗ 82.6M(3.3×) 90.5G(3.2×) 11.64(−2.50) 0.65(−0.07) 0.45(−0.03)
Multi-Expert∗ (w/o Soft) 89.5M×4(3.1×) 94.2G(3.1×) 10.42(−1.28) 0.69(−0.03) 0.46(−0.02)
Multi-Expert∗ 89.5M×4(3.1×) 94.2G(3.1×) 9.58(−0.44) 0.70(−0.02) 0.46(−0.02)
MEME∗(w/o Soft) 82.9M‡×4(3.3×) 90.4G‡(3.3×) 9.20(−0.06) 0.70(−0.02) 0.48(+0.00)
MEME∗ 82.9M‡×4(3.3×) 90.4G‡(3.3×) 8.52(+0.62) 0.72(+0.00) 0.50(+0.02)

CelebA-HQ 256× 256 (DDIM-50)
Model #Param↓ MACs↓ FID↓ Prec.↑ Recall ↑
LDM-L∗∗ (410K iter) (Rombach et al.
2022)

274.1M 288.2G 5.92 0.71 0.49

Lite-LDM† (Yang et al. 2022) 22.4M 23.6G 14.3 - -
SD† (with Distill.) (Yang et al. 2022) 21.1M - 9.3 - -
LDM-S∗ 89.5M(3.1×) 94.2G(3.1×) 9.11(−3.19) 0.61(−0.10) 0.45(−0.04)
iU-LDM-S∗ 82.6M(3.3×) 90.5G(3.2×) 9.06(−3.14) 0.60(−0.11) 0.47(−0.02)
Multi-Expert∗ 89.5M×4(3.1×) 94.2G(3.1×) 7.00(−1.08) 0.67(−0.04) 0.48(−0.01)
MEME∗ 82.9M‡×4(3.3×) 90.4G‡(3.2×) 5.55(+0.37) 0.73(+0.02) 0.49(+0.00)

Table 1: Overall Results of Unconditional Generation on FFHQ and CelebA-HQ We use the Clean-FID implementation to ensure
reproducibility. We sample 200 steps using DDIM on the FFHQ, and 50 steps on the CelebA-HQ. Even with N models trained
using Multi-Expert and MEME, the total training cost was equivalent to that of a large model. SD is trained through knowledge
distillation, which is dependent on having a large pretrained model already, but we can build an efficient model from scratch.
The symbols denote †: values reported in the original source; ‡: average value across four architectures; ∗: calculated using
checkpoints from our training; ∗∗: recalculated using pretrained checkpoints from the official repository.

pothesized, indeed incorporates appropriate Fourier features
for each time-step interval input.

We evaluated the unconditional generation of models on
two datasets, FFHQ (Karras, Laine, and Aila 2019) and
CelebA-HQ (Karras et al. 2018). We construct models based
on the LDM framework. All pre-trained auto-encoders for
LDM were obtained from the official repository2.

MEME employs a multi-expert structure composed of mul-
tiple small models, each of which has its channel dimension
reduced from 224 to 128. The use of these smaller models is
denoted by appending an ‘S’ to the model name, such as in
LDM-S and iU-LDM-S. We set the number of experts N to
4 for all multi-expert settings, including MEME.

All experiments were conducted on a single NVIDIA A100
GPU. We primarily utilize the AdamW optimizer (Loshchilov
and Hutter 2017). The base learning rate is set according
to the oigianl LDM (Rombach et al. 2022). Notably, our
smaller models employ a setting that doubles the batch size,
which is not feasible with the original LDM on a single
A100. Correspondingly, the base learning rate for our smaller
models is also doubled compared to the standard settings.

We assess the quality of our generated models using the
FID score (Heusel et al. 2017). As the FID score can be chal-
lenging to replicate due to the settings of the reference set,
we calculate it using the publicly available Clean-FID (Par-
mar, Zhang, and Zhu 2022) implementation3. Particularly

2https://github.com/CompVis/latent-diffusion
3https://github.com/GaParmar/clean-fid

for the FFHQ dataset, the availability of a fixed reference
set allows for a fair comparison of generation quality across
all evaluated generative models on Clean-FID. To verify the
efficiency of our trained model, we compare its model size
and computational cost using the number of parameters and
Multiply-Add cumulation (MACs)4 as metrics. We provide
detailed configurations and hyperparameters regarding the
models in the Appendix.

Image Generation Results
The results of our model trained on FFHQ (Karras, Laine,
and Aila 2019) and CelebA-HQ (Karras et al. 2018) datasets
are shown in Table 1. Despite requiring only 3.3 times less
computation cost (MACs), our model demonstrates an im-
provement in performance (FID). Specifically, we observe a
gain of 0.62 in FID for FFHQ and 0.4 in FID for CelebA. In
the case of MEME and Multi-Expert, they require N models
to be loaded into system memory for inference. However, in
large-scale sample inference scenarios, it is possible to load
only one expert into system memory while storing interme-
diate outputs on the disk, yielding less cost to the inferring
process. Our approach allows for an improvement of 3.3
times in memory cost, which is equivalent to that of a single
denoiser. In our experimental setting with N = 4, even if all
experts are loaded into system memory for inference, it only
requires an additional 20.9% of memory compared to the sin-
gle large model. Further details regarding these two inference

4https://github.com/sovrasov/flops-counter.pytorch
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Figure 5: Samples from baseline LDM-L and MEME trained on FFHQ. The baseline often generates unnatural aspects in images,
whereas our approach MEME shows fewer such cases.

(a) Multi-Expert, t = 125 (b) MEME, t = 125 (c) Multi-Expert, t = 875 (d) MEME, t = 875

Figure 6: Fourier Analysis Comparison between Multi-Expert and MEME Even with the same input t, we can confirm that
MEME exhibits different characteristics for each expert. MEME demonstrates a similar trend as the pre-trained large model
shown in Fig. 3, where experts responsible for intervals close to t = T rapidly reduce high frequencies. In contrast, Multi-Expert
composed of the same architecture shows that the frequency characteristics of features for the same time-step input are not
significantly distinguished from each other.

scenarios can be found in the Appendix. It is also worth not-
ing that in our experiments, the four experts of Multi-Expert
and MEME incurred less than 30% of the computation time
compared to LDM-L based on A100 GPU. Therefore, the
overall training cost requires less than an additional 20% of
resources. The qualitative results illustrated in Fig. 5 show
that the generated images by our methods are superior to
those by baseline. Further experiments on other domains (i.e.,
ImageNet) are in Appendix.

Module Ablation
Table 1 provides ablation study for various methods on FFHQ
dataset. Firstly, when training with the baseline LDM-S,
which involves standard diffusion training, performance drop
(FID -2.27, -2.50 for LDM-S, iU-LDM-S, respectively) oc-
curs. Although the incorporation of Multi-Expert mitigates
the performance drop to some extent, there is still a degrada-
tion (FID -1.28) compared to the baseline LDM-L. In con-
trast, MEME not only reduces computational cost through the
use of smaller-sized denoisers but also achieves performance
improvement (FID +0.62).

Additionally, we found that the soft-expert strategy is more
efficient than the hard-expert strategy, where each expert fo-
cuses on its designated region. We empirically discovered that
a strategy for training the multi-expert with the expertization

probability denoted as pn is beneficial. We configured the
probabilities: p1 = 0.8, p2 = 0.4, p3 = 0.2, and p4 = 0.1.
Different configurations for pn are provided in the Appendix.

Fourier Analysis of MEME
In this section, unlike the analysis shown in Fig. 3, we inves-
tigate whether the experts in MEME possess the ability to
capture the corresponding frequency characteristics that are
advantageous for their respective intervals as illustrated in
Fig. 6. MEME, composed of various architectures, exhibits
different characteristics for each expert; experts responsible
for intervals closer to t = T quickly reduce high frequencies.
In contrast, Multi-Expert, composed of the same architecture,
fails to significantly differentiate the frequency characteris-
tics of features when the same time-step input is provided.
Particularly for t = 875, which requires the ability to capture
low-frequency components, it is difficult to distinguish the
features of all experts.

MEME on Top of the Other Diffusion Baseline
In order to explore the generalizability of MEME, we adopted
the experimental setup used for architecture validation in
(Choi et al. 2022). We trained a lightweight version of
ADM (Dhariwal and Nichol 2021) (referred to as ADM-
S) on the CelebA-64 dataset with batch size 8 and 200K
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CelebA 64× 64
Model #Param↓ FID↓

ADM-S 90M 49.56
iU-ADM-S 82M(1.1×) 50.08(−0.52)

Multi-Expert 90M ×4 47.29(+2.27)
MEME 82M ×4(1.1×) 43.09(+6.47)

Table 2: Results when applied to ADM baseline MEME
outperforms ADM-S baseline (Choi et al. 2022).

iterations. The FID measurement was conducted from 10K
samples from DDIM (Song, Meng, and Ermon 2021) with
50 steps. The results demonstrate that our MEME exhibits
effective performance (FID +6.47) even in the context of
ADM. Furthermore, the consistent trend is in line with the
results observed in the LDM experiments.

Conclusion
In this paper, we studied the problem of improving efficient
diffusion models, with the distinction of adopting multiple
architectures to suit the specific frequency requirements at
different time-step intervals. By incorporating the iU-Net
architecture, we provide a more flexible and efficient solution
for handling the complex distribution of frequency-specific
components across time-steps. Our experiments validated
that the proposed method, named MEME, outperforms ex-
isting baselines in terms of both generation performance and
computational efficiency, making it a more practical solution
for real-world applications. While we confirm that assigning
optimal architectures per time-step results in efficient models
outperforming larger ones, we believe MEME offers a new
design choice for diffusion models.
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