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Abstract

Although meta-learning seems promising performance in the
realm of rapid adaptability, it is constrained by fixed cardi-
nality. When faced with tasks of varying cardinalities that
were unseen during training, the model lacks its ability. In
this paper, we address and resolve this challenge by harness-
ing ‘label equivalence’ emerged from stochastic numeric la-
bel assignments during episodic task sampling. Questioning
what defines “true” meta-learning, we introduce the “any-
way” learning paradigm, an innovative model training ap-
proach that liberates model from fixed cardinality constraints.
Surprisingly, this model not only matches but often outper-
forms traditional fixed-way models in terms of performance,
convergence speed, and stability. This disrupts established
notions about domain generalization. Furthermore, we argue
that the inherent label equivalence naturally lacks semantic
information. To bridge this semantic information gap aris-
ing from label equivalence, we further propose a mechanism
for infusing semantic class information into the model. This
would enhance the model’s comprehension and functional-
ity. Experiments conducted on renowned architectures like
MAML and ProtoNet affirm the effectiveness of our method.

Introduction

Meta-learning, often referred to as ‘learning to learn’, is a
training strategy designed to enable rapid adaptation to new
tasks with only a few examples. Despite the impressive per-
formance of deep learning models on extensive datasets,
they still fall short of human abilities when it comes to learn-
ing from a small number of instances. To tackle this, various
approaches have been proposed (Thrun and Pratt 2012).

There are two main meta-learning approaches. The first
approach focuses on creating an effective feature extractor,
like ProtoNet (Snell, Swersky, and Zemel 2017), which can
accurately cluster unseen instances from the same class to
enable the model to generalize well to new data. The second
approach aims to find a suitable initialization point for the
model, facilitating rapid adaptation to unseen tasks (Finn,
Abbeel, and Levine 2017; Rusu et al. 2018).

To imbue the model with meta-learning ability, both meth-
ods involve episodes. Each episode consists of multiple tasks
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Figure 1: Task sampling procedure in our any-way meta-
learning. Meta-learning employs episodic learning using a
mother dataset with numerous classes (M) where each label
represents each semantic class (e.g. ‘turtle’, ‘octopus’, and
‘deer’). Each episode samples N < M classes from this
dataset and assigns a random numeric class (€ [N]) to each
selected class. The flexibility of our any-way setting allows
varying N across tasks, distinguishing it from the conven-
tional fixed sampling procedure.
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and tests the model’s meta-learning ability in the regime of
few-shot learning (Fig.1). This continuous exposure to new
tasks helps the model improve its learning ability from lim-
ited data, simulating the conditions where humans learn.

Nonetheless, in contrast to the human’s remarkable flex-
ibility in classifying varying numbers of classes, the cur-
rent learning models remain rigid, restricted to the fixed
‘way’ they were trained on. As evident in Table 1, when a
model trained on 10-way-5-shot tasks from MinilmageNet
(Vinyals et al. 2016) is tested on a 3-way-5-shot cars (Krause
et al. 2013) setting, its performance plunges to a mere 41%.
Considering that random sampling would yield at least 33%,
this reveals a glaring deficiency in meta-learning’s adaptabil-
ity across different ‘way’ settings.

The sharp decline in performance is more than just a tes-
tament to the model’s inflexibility; it also suggests that dif-
ferent ‘way’ episodes might hail from different distributions.
This variation between distributions touches upon a deeper,
underlying problem: domain generalization. Essentially, to
achieve true ‘any-way’ learning, our models must address
the broader challenge of performing effectively even in dis-
parate, unseen domains.

The core objective of this paper is to highlight and ad-



The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

# of ways (train) 3 ] 10 5 110
# of ways (test) 3 5
MinilmageNet (5) | 76.27 6245 | 6492 55.2
Cars (5) 5995 4147 | 47.73 32.38

Table 1: Performance Comparison in MinilmageNet across
different numbers of ways. The numbers in parentheses in-
dicate the number of shots.

dress this challenge, advocating for an approach where task
cardinality agnosticity becomes a foundational element in
meta-learning. To deal with this problem, we propose an
‘any-way’ meta-learning method based on the concept of
‘label equivalence’, which emerges from the task sampling
process, an essential element in few-shot learning includ-
ing meta-learning. The task sampling process has a unique
characteristic: classes are randomly sampled and assigned to
(typically numeric) class labels within each episode. These
labels are not assigned based on the inherent semantics of
the classes; rather, they are determined by the requirements
of the specific tasks in each episode. As a result, the same
class can be assigned different labels in different tasks and
episodes, and the meaning of a label can change from one
task to another. As a result, a numeric class label in a given
task does not necessarily represent a specific class'. This
distinction introduces a phenomenon we term ‘label equiv-
alence’, which suggests that all output labels are function-
ally equivalent to one another. Although there exists a paper
(Lee, Yoo, and Kwak 2023) which argues that each inner
loop is equivalent to a whole training trajectory in conven-
tional deep learning, no previous paper has developed this
phenomenon in terms of label equivalence.

Examining label equivalence naturally brings up an im-
portant question: Given the equivalence of all labels or out-
put nodes, is it necessary to match the number of output
nodes to the number of classes in each task? For instance,
if a new task consists of three classes, we can select 3 nodes
from a pool of, let’s say, 30 output nodes and designate them
as numeric labels, optimizing solely for this selected path.
This implies that there’s no need to rigidly stick to a fixed
number of numeric labels, potentially allowing us to further
generalize the few-shot learning process. It is from this junc-
ture that our discourse begins.

The primary contribution of this paper is the world-
premiere proposition of ‘any-way’ few-shot learning, mov-
ing beyond the conventional fixed-way few-shot learning.
Not only do we extend meta-learning to any-way, but we
also provide an efficient, general learning algorithm that
achieves performance comparable to or even better than
fixed-way learning. Moreover, label equivalence further sug-
gests that individual outputs cannot represent the semantic
of a class. This arises from the fact that each few-shot task
contains no semantic information about its class, nor does it
recognize or account for the classes it comprises. From this
perspective, we can perceive supervised learning as solv-

'In this paper, we differentiate the ‘semantic class’ from the
‘numeric class label’ as shown in Figure 1.
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ing a given task within an absolute coordinate system (one
axis for one semantic class), while few-shot learning can be
viewed as problem-solving within a relative coordinate sys-
tem, where the uniqueness of each class is the only clue for
learning.

Our second contribution deals with the challenges arising
from the lack of semantic class information. In this paper,
we introduce an algorithm that compensates for this issue
by integrating semantic class information into the learning
process. We show that our algorithm not only improves per-
formance in environments where the distribution of the test
set differs from that of the training set, but also enables the
application of data-augmentation techniques used in super-
vised learning to few-shot learning tasks. We demonstrate
the effectiveness of this approach in MAML and ProtoNet,
two of the most representative methods of episode-based
meta-learning.

Related Works

Meta-Learning, briefly described, is about the study of
algorithms that learn from data. As defined in (Thrun and
Pratt 2012), the fundamental concept of meta-learning is the
model’s capability to discern relationships among a limited
number of samples. Furthermore, mechanisms were pro-
posed in (Doersch, Gupta, and Efros 2015) to continuously
verify meta-learning abilities while simultaneously enhanc-
ing performance.

Inspired by the Matching network (Doersch, Gupta, and
Efros 2015), a majority of current meta-learning models
have adopted an episode-based training approach. As sum-
marized by Chen et al. (2019), these episode-based models
usually consist of two stages: the meta-training stage to ac-
quire meta-learning capabilities, and the meta-test stage to
evaluate their performance. There are two lines of research
in this area:

Gradient-Based Meta Learning (GBML) introduced by
the Model-Agnostic Meta-learning model (MAML) (Finn,
Abbeel, and Levine 2017), it involves training the support
set in the inner loop through gradient descent. The degree
of optimization is then evaluated on the query set, followed
by the outer loop refining the meta-initialization parameter
to enhance learning on the support set. There’s a growing
body of research in GBML such as (Raghu et al. 2019;
Rajeswaran et al. 2019; Flennerhag et al. 2019; Nichol,
Achiam, and Schulman 2018). Notably, due to the computa-
tional demands of caluculating the Hessian in the inner loop,
methods that utilize latent vectors to reduce this computation
have been explored (Rusu et al. 2018). Other studies have
put forward the idea of avoiding the use of the Hessian al-
together (Raghu et al. 2019; Nichol, Achiam, and Schulman
2018; Finn, Abbeel, and Levine 2017).

Metric-Based Meta Learning (MBML) is focused on
training an effective encoder that can perform clustering
at the feature level. This approach, which predates GBML,
was established by initiatives such as (Doersch, Gupta, and
Efros 2015). A foundational architecture for this was pro-
posed by Protonet (Snell, Swersky, and Zemel 2017). The
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Figure 2: Overall structure of our proposed algorithm. The upper section outlines the implementation of the any-way meta-
learning, while the lower section highlights the integration of semantic class information. Note that the encoder f is not updated
with the semantic classifier g during the inner loop (dotted green line). For mixup input, a separate numeric label is assigned

in g,, while traditional mixup training is done in g;.

method involves extracting features for the inputs in the sup-
port set by an encoder, clustering them, and then minimiz-
ing the distance between the query set and the correspond-
ing class. Although clustering is conventionally conducted
in the Euclidean space, it has been shown to be more effec-
tive in other Riemannian spaces like the Hyperbolic space
(Khrulkov et al. 2019).

Domain Generalization This field focuses on design-
ing models that exhibit robustness across diverse environ-
ments (Ghifary et al. 2015; Li et al. 2018). Our approach to
“any-way” meta-learning aligns with this objective. As il-
lustrated in Table 1, episodes of varying cardinality can be
perceived as from distinct distributions. In pursuing a model
endowed with a genuine meta-learning capability— capable
of adapting to any task cardinality— we inevitably confront
the challenges posed by domain generalization.

The conventional understanding suggests that while it is
possible to enhance the overall performance on a set of
tasks, the performance on individual datasets might decline
when compared to models trained exclusively on a specific
episode (Baxter 2011; Caruana 1997; Maurer, Pontil, and
Romera-Paredes 2016). In this paper, we challenge this es-
tablished notion. Through the integration of label equiva-
lence, we posit that this trade-off might not be as significant
within the meta-learning realm. Our results exhibit not only
the seamless adaptability to “any-way” tasks but also supe-
rior performance compared to fixed-way training paradigms.

Method
Conventional (Fixed-Way) Meta-Learning

To evaluate the few-shot learning ability within a given dis-
tribution, we define a process of task sampling. Initially, we
select a label set from the class pool of a larger mother
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dataset D. In conventional meta-learning, the cardinality
N of the selected label set remains fixed during the entire
training procedure. We then sample data from this set, each
matching the size of the support set (number of shots). Each
task 7 consists of a set X of tuples {(z,y)} sampled from
D, where x denotes the input data and y represents the nu-
meric label rather than the semantic class from the dataset
(Fig. 1). Moreover, X is divided into a support set X5 and a
query set X, for task learning and performance evaluation,
respectively. To do so, a model with encoder f and N-way
classifier g f2 learns from the support set, then evaluates its
performance with the query set.

Any-Way Meta-Learning

As mentioned earlier, there exists an equivalence among nu-
meric labels. We can leverage these characteristics to en-
hance the meta-ability of the model.

Firstly, our model’s output dimension, O, is set to be
greater than the maximum cardinality of the tasks’ label sets,
implying that each time we sample a task 7; with /V; classes,
we must assign N; labels among O output nodes.

With our proposed configuration, we maintain output-to-
class assignments during each episode. This not only deter-
mines a unique and unchanging pathway for selecting nu-
meric labels but also restricts gradient updates to occur ex-
clusively along this fixed way, thereby accommodating the
execution of standard meta-learning tasks. Unlike traditional
methods that fix the cardinality of the task when conducting
task sampling, our approach also involves sampling the car-
dinality. This enables our model to handle tasks with any
cardinality, hence fostering a cardinality-independent learn-
ing environment, i.e., any-way meta-learning.

2 f denotes “fixed-way’ while a is used for ‘any-way’.



The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

Algorithm 1: Any-Way Meta-Learning

Require: Output dimension O
Ensure: Trained model 6
Initialize model parameters 6
for episode = 1 to K do
Sample a random number N < O

Sample a task 7 with N number of classes and set J = [O/N |.
Generate S = {s;},j € [J] where s; € RY is a random assignment, non-overlapping with s;, Vi # j

Calculate any-way loss in the inner loop: Ly i, = >

update 6 using L _;,, to 0

J
J

=1

L(S] (ga(f(xsupport))? 9)7 y)

Calculate any-way loss in the outer loop: L _oyt = Z'jjzl L(S;(9a(f(xquery)), 0),y)

Update meta-parameters 6 using L oy
end for
return trained model with parameters 6
Ensure: Test a model with trained model

Sample a task 7 from test pool and set J = |O/N | and Generate .S in same manner. Then , update 6 to 0 with L,
Calculate ensembled logit: logit = Z'j]:l S;(ga(f(zquery))) to achieve test accuracy

However, a potential problem can arise when the output
dimensionality O significantly exceeds the expected task
cardinality. In this case, the chance of each classifier node
being selected in each episode approaches zero. Conse-
quently, classifier nodes might undergo less training than
the encoder throughout the training procedure, resulting in
an underfit. To remedy this, we assign a set of output nodes
to a numeric label. We assign a numeric label to (almost)
all nodes for classification, rather than assigning a numeric
label to just one output node and ignoring the unassigned
nodes.

Let f(z) be a feature map for the input x and g,(-) be
an any-way classifier consisting of O output nodes. For a
task with IV classes, we can constitute a set of J = |O/N |
assignments S = {s; € RY, j € [J]}, in which the i-th
element of s; corresponds to the output node for the i-th
numeric class label®. Here, |-] is the floor operation, and
[n] denotes a set of natural numbers from 1 to n. We then
aggregate the loss for each assignment to constitute our any-
way loss L, as

L, :ZL(SJ(ga(f(x)»vy) €))

Here, S; : R — RY uses the vector s; as an index function
to extract N elements, e.g. S1(v) with s; = [3,5,2]7 out-
puts [v3,v5,v2]T. As different assignments do not overlap,
ie.,set(s;) N set(s;) = ¢ where set(v) is the set consist-
ing of elements of the vector v, this additional assignment
procedure requires no additional computation. i.e., no addi-
tional backpropagation nor inference.

3For example, consider a scenario with eight classifier output
nodes and three classes in a task, thus, three numeric labels. In this
case, it can be s1 = [3,5,2]7, s2 = [7,4, 8] and nodes 1 and 6
are unassigned.
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Injecting Semantic Class Information To Model

While it’s possible to implement any-way meta-learning
through label equivalence, the fact that relying solely on nu-
meric labels still leaves out important semantic information
as previously mentioned, is a significant limitation. In this
section, we aim to remedy this problem. To address this is-
sue, we incorporate an auxiliary classifier subsequent to the
encoder, effectively bridging the gap. This auxiliary clas-
sifier becomes semantic classifier as it classifies semantic
labels. The overall structure is illustrated at the bottom of
Fig. 2 (g,).

To ensure consistency and simplicity in our approach, the
encoder is kept unchanged throughout the process. This al-
lows for a streamlined, single-pass operation through the
network. Specifically, the semantic classifier receives fea-
tures from the encoder, which operates with meta-initialized
parameters. Importantly, this means that the features ex-
tracted by the encoder remain constant during the inner
loop, ensuring stability and reliability in the feature extrac-
tion process. For instance, consider training on the Tiered-
ImageNet dataset. This benchmark includes a total of 608
classes in its training dataset. Accordingly, the semantic
classifier should have 608 outputs to match these classes.

In our implementation, the semantic 10ss, Lsemantics
which is a typical cross-entropy loss with C'(>> N) classes,
is added to the original loss (either a fixed-way loss or
an any-way loss in (1)) using a balancing weight A, i.e.,
Liotat = Loriginat + Lsemantic- I's important to note that
the semantic labels encountered in the test phase are com-
pletely unseen during the training phase. This suggests that
any improvement in performance is not merely a result of
simple overfitting.

The inclusion of the semantic classifier provides a gate-
way to information that was inaccessible in conventional
episode-based meta-learning. This unique structure, where
supervised learning is inherent in the semantic classifier
in every episode, paves the way for incorporating conven-
tional supervised learning techniques into our approach. As
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Dataset \ MinilmageNet | TieredlmageNet | Cars \ CUB
Num-Way 3 s 10| 3 s 1] 3 5 1] 3 5 10
f-MAML (1) acc | 59.56 46.86 3191 | 57.33 46.76 33.88 | 64.02 49.19 32.84 | 70.58 57.35 41.32
std | 148 095 050 | 082 058 043 | 095 0.6 1.91 0.85 058 0098
a-MAML (1) acc | 63.15 4833 3134 | 6192 4743 31.62 | 64.72 5024 3379 | 72.21 58.85 41.66
std | 0.52 0.26 0.28 0.26 0.28 0.18 0.24 0.23 0.26 0.19 0.33 0.42
f-MAML (5) acc | 76.64 65.41 51.18 | 73.16 67.69 47.96 | 79.54 66.59 50.05 | 83.73 7471 60.45
std | 0.41 1.04 0.27 0.66 0.23 0.37 0.85 1.22 1.38 1.16 0.40 1.02
a-MAML (5) acc | 79.06 66.73 50.28 | 79.30 68.10 52.19 | 81.55 70.42 52.67 | 84.69 75.20 59.81
std | 038 042 049 | 047 063 078 | 049 088 2.23 0.10 044 0.86

Table 2: Few-shot classification across various task cardinalities. The training and testing were conducted within the same
benchmark with 4-conv. While implementing 10-way-1-shot -MAML, we encountered many cases of corruption, i.e., we
failed to train the model. We discarded all these failed experiments and sampled three ‘successful’ models with different seeds
for the performance report. For our a-MAML with O = 30, we did not encounter any corruption.

an exemplar, we employ the Mixup technique, one of the
most commonly used data-augmentation techniques in su-
pervised learning. Using the known semantic classes, we ap-
ply this technique as it is used in supervised learning. While
the numeric labels stay unchanged, we blend the seman-
tic class across tasks, generating new input-output pairings.
This practical implementation of the Mixup technique in our
methodology emphasizes our central assertion: conventional
supervised learning strategies can be seamlessly and effec-
tively integrated within the meta-learning landscape.

Experiment
Implementation Details

Datasets We evaluated our methodology on a diverse
range of datasets. The general datasets, denoted as ‘G’, such
as MinilmageNet (Vinyals et al. 2016) and TieredImageNet
(Ren et al. 2018) (subsets of the more extensive ImageNet
(Russakovsky et al. 2015) with 100 and 400 classes respec-
tively) serve as versatile bases for broader tasks. In contrast,
the Cars (Krause et al. 2013) and CUB (Welinder et al. 2010)
datasets, representing specific datasets or ‘S’, are widely
used for fine-grained image classification evaluations due to
their focus on closely related objects with subtle variations.
By utilizing these datasets, we are able to comprehensively
evaluate the performance of our methodology across differ-
ent task spectrums.

Task Sampling For each episode’s initiation, the task car-
dinality was randomly sampled from {3, 5, 7, 9}. While tests
were conducted on 3-way, 5-way, and 10-way, the 10-way
cardinality was excluded from our sampling pool.

Environments We implemented MAML and ProtoNet us-
ing torchmeta library (Deleu et al. 2019), using singe A100
GPU.

Hyperparameters Inline with (Oh et al. 2020), our exper-
iments involved sampling 60,000 episodes. We adopted the
4-conv architecture as detailed in (Vinyals et al. 2016). The
learning rates were set at 0.5 for the inner loop and 0.001
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for the outer loop. Depending on the shot type, the A values
were adjusted: 0.1 for 1-shot and 0.5 for 5-shot for MAML.
And 0.1 for 5-shot and 0.01 for 1-shot in ProtoNet. For the
mixup showcase, we followed the convention of sampling
the mixup rate from a beta distribution with « = 8 = 0.5.
When adopting mixup, we assign a separate numeric label to
the mixed inputs. Also, when constructing prototye vectors,
the EMA (exponential moving average) rate was set to 0.05
for 5-shot and 0.01 for 1-shot.

Algorithms Our primary experiment was grounded in
MAML due to its inherent generalized structure, enabling
seamless adaptability and broad generalizability. We also
conducted experiments using Protonet (Snell, Swersky, and
Zemel 2017), a well-acknowledged method within MBML.
Demonstrating efficacy in both GBML and MAML rein-
forced our propositions. We evaluated our model which
scored the best validation accuracy. Given that we sample
the task cardinality, we simply calculated the validation ac-
curacy by summing the validation accuracy across all task
cardinalities.

Scenarios As articulated in (Chen et al. 2019), the merit of
meta-learning extends beyond achieving high performance
within the trained distribution. It’s equally pivotal to main-
tain competent performance when the test distribution devi-
ates from the training paradigm. Therefore, our experimen-
tal designs spanned four distinct cross-adaptation scenarios:
transfer within general datasets (G—GQG), transfer from gen-
eral to specific datasets (G—S), transfer from specific to
general datasets (S—G), and transfer within specific datasets
(S—S).

Expansion to Metric-Based Learning Initially, our study
centered around models equipped with classifiers capable
of discerning semantic classes. However, since metric-based
models lack such classifiers, we recognized the need for re-
fining our algorithm. This challenge steered us towards sem-
inal research in the realm of continual learning. Notewor-
thy contributions, as highlighted by (Kirkpatrick et al. 2016;
ROBINS 1995; Lopez-Paz and Ranzato 2017), elucidate key
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Scenario \ G—G \ S—S \ G— S \ S— G
Train — Test ‘ Mini — Tiered ‘ Cars— CUB ‘ Mini— Cars \ Cars— Mini
Num-Way 3 5 10 | 3 5 10 | 3 s 10 | 3 5 10
f-MAML (1) acc | 61.86 50.78 36.62 | 4524 31.38 18.13 | 49.29 35.09 22.06 | 43.42 28.76 15.95
std | 1.29 0.77 0.12 1.18 0.28 1.26 0.73 0.66 0.11 091 091 1.04
a-MAML (1) acc | 66.27 5227 3562 | 4692 3201 17.72 | 49.51 3522 21.36 | 43.66 28.64 15.58
std | 0.36 0.25 0.20 0.17 0.14 0.62 0.04 0.28 0.07 0.20 0.08 0.30
f-MAML (5) acc | 78.70 68.54 54.64 | 56.57 43.60 27.35 | 61.58 48.07 34.67 | 51.91 3941 2476
std | 0.37 1.17 0.34 0.30 1.40 0.59 1.53 1.83 0.67 0.86 0.62 0.81
a-MAML (5) acc | 8046 69.73 53.68 | 62.04 4563 27.02 | 63.58 4980 34.82 | 5729 41.13 24.15
std | 0.17 0.17 0.19 0.97 1.58 2.47 0.72 0.83 0.96 0.55 0.79 1.13

Table 3: Few-shot classification across various task cardinalities using 4-conv. We tested the generalizability of our model across
various scenarios. Here, G: General, S: Specific, Mini: MinilmageNet, Tiered: TieredImageNet

techniques to mitigate the ‘catastrophic forgetting’ dilemma
— a phenomenon where models unintentionally discard pre-
viously assimilated knowledge during subsequent learning.
Guided by these insights, we constructed a scheme centered
on crafting a list of prototype vectors, each representing a
distinct semantic class. Throughout the lifecycle of every
episode, we optimize the model and reduce the disparity be-
tween the newly minted prototype vector and its semanti-
cally aligned counterpart. Also, we update semantic proto-
types via EMA to reflect the model’s changing over time.
This cyclical mechanism strengthens our model’s capability
to seamlessly preserve and leverage information of each se-
mantic class. The metric elineating the discrepancy between
the semantic and prototype vectors within each episode has
been incorporated as a crucial balancing factor, mirroring its
role in Lgemantic-

Any-Way Meta Learning vs. Fixed-Way Methods

As shown in Tables. 2 and 3 our any-way method outper-
forms conventional fixed-way method in most benchmarks.
This is surprising because one might conventionally assume
that fixed-way methods would be specialized for a spe-
cific episode distribution. However, the superiority of our
approach, which remains agnostic to task-cardinality, chal-
lenges this conventional assumption.

One might argue that the improved performance is due
to the exposure to a larger support set, as seen in 9-way
episodes, even though the number of episodes remains con-
stant. However, this perspective is refuted by the elevated
performance observed in 10-way tasks, which was not part
of our training scenarios (i.e., unseen distribution; the train-
ing was done with {3,5, 7,9} classes). Considering that the
average task cardinality is 6, one would expect superior
performance when trained exclusively on 10-way episodes.
Nevertheless, a-MAML remains comparable to the baseline.

This result showcases the strength of our model. Even
when trained on a mixed distribution (i.e., multiple task car-
dinalities), it outperforms fixed-way models tailored to a
specific domain. Moreover, it demonstrates comparable or
even superior performance compared to fixed-way MAML
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Figure 3: A graph comparing validation accuracy upon train-
ing epochs. The numbers in parentheses indicate the number
of shots. The validation accuracy is measured in the 5-way
case. mini refers MinilmageNet.

models trained on unseen task cardinalities. Typically, mod-
els are vulnerable to biases from their specific training
datasets, which can undermine their performance on new
datasets. However, our findings challenge this conventional
understanding (Torralba and Efros 2011). Thus, our results
not only emphasize way-agnositc meta-learning but also
challenge this accepted belief in Domain Generalization,
which can be an interesting topic of further research.

Any-Way, Through the Lens of Ensemble

Ensemble on Assigned sets. Our ensemble-based per-
spective provides insights into the improved performance of
our algorithm. As highlighted in Sec. III.2, the flexibility in
assigning numeric labels offers a way to generate diverse
models without any additional costs. By harnessing the mul-
tiple logits derived from the same task set, we can utilize
these ‘independent’ pieces of information.

Table 5 corroborates this idea. As the number of assign-
ment sets, J, increases, the performance improves due to the
model ensembling with logits generated by each distinct set.
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Scenario Same Same G—S S—G
Train — Test mini — mini cars — cars mini — cars cars — mini
Num-Way 5 10 5 10 5 10 5 10
ProtoNet (1) | 44.38 (1.59) 28.85(1.22) | 37.72 (0.62) 23.85(0.33) | 31.93 (0.73) 19.72(0.78) | 27.47 (0.71) 15.76 (0.32)
+ semantic | 44.61 (0.15) 29.03 (0.02) | 40.60 (0.09) 26.07 (0.15) | 31.26 (0.12) 19.20 (0.01) | 27.93 (1.15) 15.91 (0.85)
+ mixup | 45.43 (0.60) 29.66 (0.54) | 38.78 (1.55) 24.86 (1.35) | 32.03 (0.39) 19.90 (0.38) | 27.29 (0.66) 15.56 (0.48)
a-MAML (1) | 46.86 (0.95) 31.91 (0.50) | 50.24 (0.23) 33.79 (0.26) | 35.22(0.28) 21.36 (0.07) | 28.64 (0.08) 15.58 (0.30)
+ semantic | 49.16 (0.95) 32.28 (0.87) | 50.93 (0.89) 34.04 (0.33) | 34.80(0.32) 22.01(0.18) | 29.60 (0.81) 15.96 (0.41)
+ mixup | 48.45(0.35) 31.62(0.44) | 53.13(0.82) 36.44 (0.64) | 35.00 (0.23) 22.02(0.35) | 29.30 (0.67) 14.70 (1.17)
ProtoNet (5) | 59.19 (0.39) 43.63 (0.31) | 53.10(1.30) 38.13 (1.15) | 42.80 (0.80) 29.02 (0.65) | 36.15(1.24) 22.56 (1.02)
+ semantic | 60.75 (1.38) 44.38 (1.61) | 55.66 (0.32) 40.66 (0.26) | 43.93 (0.10) 29.86 (0.10) | 39.41 (1.88) 25.09 (1.53)
+ mixup | 60.76 (1.18) 44.31 (1.51) | 58.28 (0.67) 42.83(0.70) | 42.41 (0.88) 28.56 (0.94) | 38.54 (0.64) 24.52 (0.55)
a-MAML (5) | 66.73 (0.42) 50.28 (0.49) | 70.42 (0.88) 52.67 (2.23) | 49.80 (0.83) 34.82 (0.96) | 41.13(0.79) 24.15(1.13)
+ semantic | 66.91 (0.10) 50.16 (0.06) | 70.56 (0.12) 52.12 (0.78) | 49.06 (0.71) 34.07 (0.78) | 40.88 (1.44) 23.45(1.47)
+ mixup | 66.79 (0.07) 50.05 (0.03) | 70.99 (0.27) 53.55(0.63) | 50.04 (0.15) 34.90 (0.08) | 43.00 (0.14) 25.33 (0.26)

Table 4: Evaluating the impact of injecting semantic information and mixup technique in various scenarios on any-way-meta
learning and MBML (Metric-Based-Meta-Learning) (Snell, Swersky, and Zemel 2017). Numbers in parentheses indicate the
shot count, and mini refers to MinilmageNet. Note that the class in the test phase is totally unseen during training.

train MinilmageNet
test MinilmageNet cars
method | original softmax max | original softmax  max

1 65.00 65.00  65.00 | 47.66 47.66  47.66
2 66.20 66.18  65.11 | 49.02 49.01 4781
3 66.58 66.57 6622 | 4931 49.3 48.86
6 66.82 66.81  66.54 | 49.83 49.81 4948

12 % 66.99 6697  66.69 | 49.81 49.82 4948

18 x 66.82 66.81  66.59 | 49.98 4995  49.59

Table 5: Accuracy of a-MAML across various datasets,
shots, and ensembling techniques on the 5-way setting. En-
sembling methods include: (i) original: direct summation of
output logits, (ii) softmax: summation of softmax outputs on
logits, and (iii) max: selection of the maximum output logit
per assignment set. The % refers to multiple inner loops for
a single task for more ensembling. The model was trained
with 5 shots.

With our ‘any-way’ approach, it is possible to generate an
‘almost’ infinite number of such assignment sets, each acting
as a representation of an independent model. We conducted
various basic ensemble methods and all of those methods
have shown promising performance improvements as the
number of models increases. Nonetheless, there exists a fi-
nite limit due to the inherent upper bound of ensembling. In
essence, our methodology harnesses the power of ensemble
by utilizing varying numeric label assignments. This diversi-
fication, when combined, forms a robust model that is more
adaptable and delivers superior performance. Additionally,
Table 6 supports our analysis, showing a positive correlation
between the number of output nodes and performance. This
is because an increase in the number of outer nodes leads to
more ensembling.

Ensemble on Different Cardinality Episodes. In Fig. 3,
it is evident that our algorithm, a-MAML, converges more
rapidly than f-MAML. Beyond its faster convergence, a-
MAML also demonstrates superior performance in compar-
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ison to f-MAML. This distinction provides insights into the
challenges faced during the training of fixed 10-way 1-shot
TieredImageNet (See the caption of Table 2). Specifically,
as the complexity of the task increases, the duration of the
“Start-up Stall” phase — where performance remains stag-
nant after initialization — becomes more pronounced. Given
that TieredimageNet is one of the most challenging datasets,
primarily due to its expansive semantic class pool (361) and
the intricate nature of the task (classifying unseen numeric
labels within a single shot), the advantages of a-MAML be-
come even more apparent. By ensembling across different
cardinalities, a-MAML swiftly moves past the Start-up Stall
phase during simpler tasks like 3-way episodes. This pro-
ficiency with easier tasks subsequently empowers the algo-
rithm to tackle harder tasks, such as 9-way episodes, more
effectively.

Injecting Semantic Information Into Model

In our experiments, as detailed in Tables 4 and 7, we found
that the integration of semantic class information signif-
icantly enhanced the performance of models, especially
when tailored for fine-grained datasets. However, the effects
of this integration varied depending on the characteristics of
the datasets in any-way case. For models trained on coarse-
grained datasets (G—S), there was a potential decrease in
generalizability, as evidenced by diminished performance on
intricate datasets like “MinilmageNet”. In contrast, models
trained on detailed datasets, such as “Cars” or “CUB”, not
only maintained but even demonstrated enhanced versatil-
ity across varied test scenarios. This suggests that the subtle
intricacies of fine-grained datasets are further emphasized
with semantic nuances, enabling models to discern delicate
class differences with greater precision.

Mixup: Crafting Geometry Into Feature Embeddings.
While it is generally beneficial to inject semantic class infor-
mation, there are some instances where performance degra-
dation is observed. This occurs due to the inherent nature of
features, which do not readily adapt to geometry. Instead,
they lie in a smaller manifold, resulting in intricate chal-
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Way 3 5 10
O\Data | mini cars | mini cars | mini cars
10 76.79 60.53 | 63.91 46.04 | 46.34 30.62
20 78.83  62.01 | 66.71 4792 | 4996 32.71
30 79.06 63.58 | 66.73 49.80 | 50.28 34.82

Table 6: Experiments on the number of output nodes O. A
model was trained on the Mini-ImageNet dataset using an
any-way training method, excluding the semantic classifier.

lenges when capturing their metrics. To mitigate these cases,
we could implement techniques commonly used in super-
vised learning, specifically Mixup, as shown in Table 4.

Previous research (Jian and Torresani 2021) has already
employed Mixup for meta-learning objectives. However,
such implementations primarily address data scarcity by in-
creasing the number of shots within a single episode through
Mixup. In contrast, our approach focuses on the the geome-
try of the feature space without leveraging additional shots
in individual tasks. As we did not leverage the benefits of ad-
ditional shots by Mixup, we can apply other mixup methods
designed to address dataset scarcity simultaneously; that is,
we can anticipate further performance enhancement.

Our auxiliary classifier g5 classifies mix-up labels at the
same ratio, thereby reflecting the model’s disentangled fea-
ture space corresponding to mix ratios in the input spaces.
This enables the model to adopt a geometric invariance. By
increasing such invariance, the model enhances its general-
izability while maintaining its structure.

Table 4 demonstrates the overall performance improve-
ment achieved with Mixup. However, in some cases espe-
cially in ‘Same’ scenarios, performance degradation occurs
due to the trade-off between generality and specificity (Tor-
ralba and Efros 2011). This arises from the fact that, while
Mixup enables the adoption of general features, it also leads
to the loss of specific features that could be advantageous
when applied within the same domain.

Conclusion and Future Work

In this work, we primarily proposed a generalization prob-
lem in meta-learning across various task cardinalities. To
remedy this issue, we bring the innate characteristic of
episode-based learning, label equivalence. By harnessing
label equivalence, we could implement a model capable
of dealing with any task cardinality. Our any-way meta-
learning surpasses fixed-meta learning, which goes against
conventional wisdom. Additionally, we claimed that this
equivalence naturally lacks semantic information to classes,
thereby we devised a method to inject semantic information
into the model. Moreover, our proposed model exhibits some
characteristics of supervised learning, prompting us to ex-
plore the potential of integrating supervised learning tech-
niques. We envision our paper as a catalyst for raising es-
sential inquiries: “What truly defines meta-learning ability?’
and ‘What unfolds when models are trained with episode-
sampled data?’

Our algorithm is intuitive and straightforward, utilizing a
fundamental and general architecture for broad applicabil-
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Scenario Same Same G—S S—G
M—-M C—-C M—=C C—-M
fixed (1) | 46.86 (0.95) | 49.19 (0.56) | 35.09 (0.66) | 28.76 (0.91)
+semantic | 48.32(0.89) | 51.21 (0.36) | 34.65 (0.20) | 29.48 (0.36)
fixed (5) | 65.41(1.04) | 70.42 (0.88) | 48.07 (1.83) | 39.41 (0.62)
+semantic | 66.89 (0.35) | 71.45 (1.10) | 46.19 (2.76) | 40.46 (0.61)

Table 7: Testing the effectiveness of injecting semantic
information to fixed-way meta-learning. The numbers in
parentheses are the number of shots. M and C refer to Mini-
ImageNet and Cars, respectively. ‘+semantic’ indicates a
model trained with an additional semantic classifier with the
Lsemantic loss. Note that the class in the test phase is totally
unseen during training.

ity. Additionally, we employed the simplest ensemble tech-
nique, as seen in Table 5. As part of our ongoing efforts, we
are actively developing more advanced algorithms to har-
ness the potential of this label equivalence and to further en-
hance the ensemble technique enabled by this equivalence.

Acknowledgements

This work was supported by IITP grants (2022-0-00953,
2021-0-01343) and NRF grant (2021R1A2C3006659), all
funded by MSIT of the Korean Government.

References

Baxter, J. 2011. A Model of Inductive Bias Learning. CoRR,
abs/1106.0245.

Caruana, R. 1997. Multitask Learning. Machine Learning,
28(1): 41-75.

Chen, W.; Liu, Y.; Kira, Z.; Wang, Y. F.; and Huang, J.
2019. A Closer Look at Few-shot Classification. CoRR,
abs/1904.04232.

Deleu, T.; Wiirfl, T.; Samiei, M.; Cohen, J. P.; and Bengio,
Y. 2019. Torchmeta: A Meta-Learning library for PyTorch.
Auwailable at: https://github.com/tristandeleu/pytorch-meta.
Doersch, C.; Gupta, A.; and Efros, A. A. 2015. Unsuper-
vised Visual Representation Learning by Context Prediction.
CoRR, abs/1505.05192.

Finn, C.; Abbeel, P.; and Levine, S. 2017. Model-Agnostic
Meta-Learning for Fast Adaptation of Deep Networks.
CoRR, abs/1703.03400.

Flennerhag, S.; Rusu, A. A.; Pascanu, R.; Visin, F.; Yin, H.;
and Hadsell, R. 2019. Meta-learning with warped gradient
descent. arXiv preprint arXiv:1909.00025.

Ghifary, M.; Balduzzi, D.; Kleijn, W. B.; and Zhang, M.
2015. Domain generalization for object recognition with
multi-task autoencoders. In Proceedings of the IEEE inter-
national conference on computer vision, 2551-2559.

Jian, Y.; and Torresani, L. 2021. Label Hallucination for
Few-Shot Classification. arXiv:2112.03340.

Khrulkov, V.; Mirvakhabova, L.; Ustinova, E.; Oseledets,
I. V,; and Lempitsky, V. S. 2019. Hyperbolic Image Em-
beddings. CoRR, abs/1904.02239.



The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

Kirkpatrick, J.; Pascanu, R.; Rabinowitz, N. C.; Veness, J.;
Desjardins, G.; Rusu, A. A.; Milan, K.; Quan, J.; Ramalho,
T.; Grabska-Barwinska, A.; Hassabis, D.; Clopath, C.; Ku-
maran, D.; and Hadsell, R. 2016. Overcoming catastrophic
forgetting in neural networks. CoRR, abs/1612.00796.

Krause, J.; Stark, M.; Deng, J.; and Fei-Fei, L. 2013. 3d ob-
ject representations for fine-grained categorization. In Pro-
ceedings of the IEEE international conference on computer
vision workshops.

Lee, J.; Yoo, J.; and Kwak, N. 2023. SHOT: Suppressing
the Hessian along the Optimization Trajectory for Gradient-
Based Meta-Learning. In Thirty-seventh Conference on
Neural Information Processing Systems.

Li, D.; Yang, Y.; Yang, Y.; and Hospedales, T. M. 2018.
Learning to generalize: Meta-learning for domain general-
ization. In Proceedings of the Thirty-Second AAAI Confer-
ence on Artificial Intelligence.

Lopez-Paz, D.; and Ranzato, M. 2017. Gradient Episodic
Memory for Continuum Learning. CoRR, abs/1706.08840.

Maurer, A.; Pontil, M.; and Romera-Paredes, B. 2016.
The Benefit of Multitask Representation Learning.
arXiv:1505.06279.

Nichol, A.; Achiam, J.; and Schulman, J. 2018. On
first-order meta-learning algorithms. arXiv preprint
arXiv:1803.02999.

Oh, J.; Yoo, H.; Kim, C.; and Yun, S.-Y. 2020. Boil: Towards
representation change for few-shot learning. arXiv preprint
arXiv:2008.08882.

Raghu, A.; Raghu, M.; Bengio, S.; and Vinyals, O. 2019.
Rapid Learning or Feature Reuse? Towards Understanding
the Effectiveness of MAML. CoRR, abs/1909.09157.

Rajeswaran, A.; Finn, C.; Kakade, S. M.; and Levine, S.
2019. Meta-learning with implicit gradients. Advances in
neural information processing systems, 32.

Ren, M.; Triantafillou, E.; Ravi, S.; Snell, J.; Swersky, K.;
Tenenbaum, J. B.; Larochelle, H.; and Zemel, R. S. 2018.
Meta-learning for semi-supervised few-shot classification.
In the Sixth International Conference on Learning Repre-
sentations.

ROBINS, A. 1995. Catastrophic Forgetting, Rehearsal and
Pseudorehearsal. Connection Science, 7(2): 123—-146.

Russakovsky, O.; Deng, J.; Su, H.; Krause, J.; Satheesh, S.;
Ma, S.; Huang, Z.; Karpathy, A.; Khosla, A.; Bernstein, M.;
et al. 2015. Imagenet large scale visual recognition chal-

lenge. International journal of computer vision, 115: 211—
252.

Rusu, A. A.; Rao, D.; Sygnowski, J.; Vinyals, O.; Pascanu,
R.; Osindero, S.; and Hadsell, R. 2018. Meta-Learning with
Latent Embedding Optimization. CoRR, abs/1807.05960.
Snell, J.; Swersky, K.; and Zemel, R. S. 2017. Prototypical
Networks for Few-shot Learning. CoRR, abs/1703.05175.
Thrun, S.; and Pratt, L. 2012. Learning to learn. Springer
Science & Business Media.

Torralba, A.; and Efros, A. A. 2011. Unbiased look at dataset
bias. In CVPR 2011, 1521-1528.

13408

Vinyals, O.; Blundell, C.; Lillicrap, T.; and Wierstra, D.
2016. Matching networks for one shot learning. Advances
in neural information processing systems, 29.

Welinder, P.; Branson, S.; Mita, T.; Wah, C.; Schroff, F.; Be-
longie, S.; and Perona, P. 2010. Caltech-UCSD Birds 200.
Technical Report CNS-TR-2010-001, California Institute of
Technology.



