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Abstract

Recently, foundation models have exhibited remarkable ad-
vancements in multi-modal learning. These models, equipped
with millions (or billions) of parameters, typically require a
substantial amount of data for finetuning. However, collect-
ing and centralizing training data from diverse sectors be-
comes challenging due to distinct privacy regulations. Feder-
ated Learning (FL) emerges as a promising solution, enabling
multiple clients to collaboratively train neural networks with-
out centralizing their local data. To alleviate client computa-
tion burdens and communication overheads, previous works
have adapted Parameter-efficient Finetuning (PEFT) methods
for FL. Hereby, only a small fraction of the model parameters
are optimized and communicated during federated communi-
cations. Nevertheless, most previous works have focused on
a single modality and neglected one common phenomenon,
i.e., the presence of data heterogeneity across the clients.
Therefore, in this work, we propose a finetuning framework
tailored to heterogeneous multi-modal FL, called Federated
Dual-Aadapter Teacher (FedDAT). Specifically, our approach
leverages a Dual-Adapter Teacher (DAT) to address data het-
erogeneity by regularizing the client local updates and apply-
ing Mutual Knowledge Distillation (MKD) for an efficient
knowledge transfer. FedDAT is the first approach that enables
an efficient distributed finetuning of foundation models for a
variety of heterogeneous Vision-Language tasks. To demon-
strate its effectiveness, we conduct extensive experiments on
four multi-modality FL benchmarks with different types of
data heterogeneity, where FedDAT substantially outperforms
the existing centralized PEFT methods adapted for FL.

Introduction
Recent works have shown the power of foundation mod-
els with millions (billions) of parameters (Zhou et al. 2023;
Du et al. 2022). These models, represented by Transfomers
(Vaswani et al. 2017), achieve promising results when fine-
tuned for real-world multi-modal tasks, including Visual
Question Answering (VQA) (Antol et al. 2015), Visual
Commonsense Reasoning (VCR) (Zellers et al. 2019), etc.
To improve the generalization ability of the foundation

*Corresponding author
Copyright © 2024, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Figure 1: Schematic illustration of the training procedure for
Visual Question Answering (VQA) in Federated Learning.

models, a substantial amount of data from diverse sectors
and application scenarios is typically required for extensive
finetuning. However, it becomes challenging to aggregate
all training data and perform centralized model finetuning.
For instance, collecting data from different clinical centers
across multiple countries becomes infeasible due to distinct
privacy regulations, such as GDPR in the EU and PDPA in
Singapore.

To address this problem, Federated Learning (FL)
emerges as a promising solution, which allows a shared
model to be collaboratively optimized using decentralized
data sources. In the classical FL approaches, e.g., FedAvg
(McMahan et al. 2017), the central server obtains the model
by iteratively averaging the optimized model weights up-
loaded from the active clients. FL offers several advantages,
including improved efficiency in client-server communica-
tion and enhanced data confidentiality, as it eliminates the
need for direct access to the client’s local dataset. FL pro-
vides promising solutions for various application areas, such
as healthcare (Sheller et al. 2020) and industry (Liu et al.
2020), where data privacy is crucial.

Despite its promising prospects, traditional FL is unsuit-
able for finetuning the entire foundation model. The opti-
mization and transmission of billions of parameters would
impose significant client computation burdens and substan-
tial communication overheads. To overcome this challenge,
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parameter-efficient finetuning (PEFT) methods provide a
possible solution, where only a small fraction of the model
parameters is optimized and communicated during FL.

Existing works have predominantly explored a basic com-
bination of centralized PEFT algorithms and FedAvg. For
instance, some approaches focus on training and communi-
cating only the tiny adaptation modules (adapter) (Houlsby
et al. 2019; Su et al. 2022) or a small amount of trainable
input tokens (Guo et al. 2022; Guo, Guo, and Wang 2023).
However, these investigations are limited to single modality
scenarios, where only visual or textual tasks are considered.
Most importantly, none of these works address the problem
of data heterogeneity, in which the data of different clients
are not independent and identically distributed (non-IID).
Data heterogeneity may lead to model drifts during the client
local update, as well as an unstable and sub-optimal con-
vergence of the aggregated server model (Li et al. 2020a;
Mendieta et al. 2022). Therefore, in this paper, we pro-
pose Federated Dual-Adapter Teacher (FedDAT), as the first
framework to address this challenging yet practical prob-
lem, PEFT of foundation models for multi-modal (Vision-
Language) heterogeneous FL.
FedDAT incorporates a global adapter in the foundation

model, which is optimized and transmitted during federated
communications. FedDAT utilizes a Dual-Adapter Teacher
(DAT) module, comprising two parallel adapters: one is a
copy of the global adapter, kept frozen, while the other is
locally optimized at each client. This configuration enables
the local adapter to capture client-specific knowledge, which
serves to regularize the global adapter and address data het-
erogeneity. Meanwhile, the frozen adapter preserves client-
agnostic knowledge, thereby mitigating the catastrophic for-
getting of the global adapter during knowledge transfer. To
prevent overfitting of DAT to the limited client local dataset,
we implement Mutual Knowledge Distillation (MKD) be-
tween DAT and the global adapter. This mechanism ensures
efficient knowledge transfer while maintaining the general-
ization ability of both modules.

The proposed method FedDAT achieves state-of-the-art
results on four multi-modality benchmarks that include a va-
riety of Vision-Language (VL) tasks with data heterogene-
ity. Our contributions can be summarized as follows:

• We propose a novel method FedDAT for multi-modal
heterogeneous FL, which is the first FL framework
addressing distributed PEFT of foundation models for
Vision-Language tasks.

• We conduct comprehensive experiments on four het-
erogeneous FL benchmarks with a variety of Vision-
Language tasks. The results demonstrate that FedDAT
achieves SOTA results, indicating better convergence rate
and scalability compared to existing PEFT methods.

Related Work
Parameter-Efficient Finetuning (PEFT) for Federated
Learning. PEFT has been well studied in centralized ma-
chine learning (Houlsby et al. 2019; Liu et al. 2022; Sung,
Cho, and Bansal 2022), while its application on FL re-
mains under-explored. Most of the prior work rudimentarily

adapted PEFT for FL and focused on single-modal tasks:
(1) Image classification. (Chen et al. 2022; Sun et al.

2022) evaluate the existing PEFT baselines combined with
FL, while (Guo et al. 2022; Guo, Guo, and Wang 2023; Li
et al. 2023; Lu et al. 2023) finetune the CLIP model (Rad-
ford et al. 2021) via tuning and communicating only small
amount of learnable (personalized) prompts. (Su et al. 2022)
addresses the problem of heterogeneous client images by in-
jecting lightweight adaptation modules (adapters) (Houlsby
et al. 2019). (Yang et al. 2023) explores the possibility of
finetuning generative foundation models (diffusion models)
(Dhariwal and Nichol 2021) via FL.

(2) Language tasks. (Yu, Muñoz, and Jannesari 2023) re-
quires public server dataset and optimize adapter for few-
shot finetuning of BERT-like language models (Devlin et al.
2018). (Zhang et al. 2023) builds a distributed instruction
tuning (Wei et al. 2021) datasets and finetunes the language
model via Low-Rank Adaptation (LoRA) (Hu et al. 2021).
(Zhuang, Chen, and Lyu 2023) systematically analyzes the
challenges of finetuning large language models in FL.

(Yu et al. 2023) is the first to analyze the situation of
having multi-modal client datasets and conducts contrastive
representation learning. However, the visual data and the
language data are processed by separate networks, i.e., no
Vision-Language Foundation Model is involved. In this
work, we focus on the under-explored PEFT for large-scale
vision-language models in FL and address the problem of
client local datasets with heterogeneity in both vision and/or
language modality.

Vision-Language Foundation Model. Vision-Language
foundation models have significantly advanced the Vision-
Language tasks (Antol et al. 2015; Zellers et al. 2019; Suhr
et al. 2019; Xie et al. 2019a). Based on the perspective of
intra-modality data handling, there are two types of main-
stream Vision-Language Foundation model structures: (1)
Single-stream Vision-Language Foundation models (Li et al.
2019; Chen et al. 2020; Li et al. 2020b; Su et al. 2020;
Kim, Son, and Kim 2021a; Singh et al. 2022), which di-
rectly fuse the initial language/visual representation by us-
ing the joint cross-modal encoder at the initial state, and (2)
Dual-stream Vision-Language foundation models (Lu et al.
2019; Tan and Bansal 2019; Li et al. 2021b; Huo et al.
2021), which separately apply the intra-modality processing
to two modalities along with a shared cross-modal encoder.
To showcase the applicability of our proposed FedDAT to a
wide range of Vision-Language foundation models, we care-
fully select ViLT (Kim, Son, and Kim 2021a) as a repre-
sentative single-stream Vision-Language foundation model,
and ALBEF (Li et al. 2021b) as a representative dual-stream
Vision-Language foundation model. By employing these di-
verse models, we effectively demonstrate the versatility and
robustness of FedDAT in Vision-Language learning.

Methodology
Problem Statement
In this work, we address a heterogeneous FL problem set-
ting with K clients: Each client k owns its private multi-
modal dataset Dk, containing data from visual modality (im-
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ages) and textual modality (texts). Specifically, we focus
on the vision-language tasks and take Visual Question An-
swering (VQA) as an example. Hereby, the local dataset Dk

can be further decomposed into Nk image-question-answer
triplets {(vki , qki , aki )|i ∈ {1, ..., Nk}}. We assume that the
marginal distribution of vki and/or qki , a

k
i varies across the

clients, i.e., there exists data heterogeneity in the visual
space and/or in the textual space. We define the answer pool
Ak = {ak1 , ..., akCk}with Ck ground-truth answers for client
k and define our task as a Ck-way classification problem fol-
lowing (Antol et al. 2015). Note that the size of the answer
pool could be different for different clients. The objective
of FL is to collaboratively finetune one global foundation
model fθ in a parameter-efficient manner (PEFT) within a
pre-defined communication budget, which produces promis-
ing results on all client’s local data.

PEFT Method: Adapter
In this section, we introduce a traditional parameter-efficient
finetuning (PEFT) method, i.e., Adapter (Houlsby et al.
2019), adjusted for FL applications. Here, we adopt the
foundation models with common Transformer architecture
(Vaswani et al. 2017) consisting of multiple repeated Trans-
former blocks. Specifically, each block contains a self-
attention sub-layer, a fully connected feed-forward network
(FFN), and residual connections around the sub-layers fol-
lowed by layer normalization.

Adapter is a bottleneck network consisting of a down-
sample linear layer Wdown ∈ Rd×r and an up-sampling lin-
ear layer Wup ∈ Rr×d, where r denotes the down-sampled
dimension (r < d). A nonlinear activation function ϕ(·),
such as ReLU, is inserted in between. The adapter is injected
after the FFN of each Transformer block and its computation
can be formulated as

h′ = h+ ϕ(hWdown)Wup, (1)

where h is the normalized output of FFN.

Recap: Federated Averaging
In this section, we formally describe the combination of the
conventional federated learning algorithm, FedAvg (McMa-
han et al. 2017), and the centralized PEFT algorithm, i.e.,
Adapter. Before the client-server communication starts, we
deploy the same pre-trained foundation model fθ at differ-
ent clients. Afterwards, the server randomly initializes the
parameter w of the learnable lightweight module, which are

Method DomainNet
C I P Q R S avg

clf -L 72.43 36.13 86.35 55.70 74.07 74.70 66.56
Adapter-L 76.05 36.93 88.03 72.40 66.53 78.74 69.78

clf 80.80 44.61 83.47 60.10 84.21 71.69 70.81
Adapter 88.59 50.95 87.12 76.00 84.99 74.08 76.96

Table 1: Evaluation results of ViT finetuned for DomainNet
with/without FL. ”L” indicates independent client training,
i.e., no federated communication involved.

the weight matrices of the linear layers Wdown and Wup in
the adapters. w is then distributed to all clients for commu-
nication and local optimization. We illustrate the procedure
of one communication round in the following.

As shown in Figure 1, each active client k first execute
local training to optimize the light-wegiht module wk com-
bined with the frozen foundation model fθ (➀) in parallel,
where the following loss Lk is minimized:

Lk(w
k) =

1

Nk

Nk∑
i=1

L(yi, fθ∪wk(xi)), (2)

where yi is the ground-truth label of input data xi, and
L is the loss function, e.g., Cross-Entropy for classification
tasks. After the local updates, the central server aggregates
{wk|1 ≤ k ≤ K}, uploaded (➁) by all active clients, and
executes a parameter aggregation (➂):

ŵ ← 1∑K
k=1 Nk

K∑
k=1

Nk · wk. (3)

Finally, the aggregated weight ŵ will be distributed (➃)
to the active clients for optimization in the next communi-
cation round. Note that after exhausting all communication
budgets, the global model fθ∪w is deployed for the testing.

Motivational Case Study
To motivate the architecture design of FedDAT, we present
an empirical analysis to address the following research ques-
tion: Which type of knowledge is more crucial for optimizing
a promising ML model in heterogeneous FL, client-specific
or client-agnostic? Therefore, we follow the experiment de-
sign proposed in (Tan et al. 2022). Specifically, we take the
down-sampled version of DomainNet (Peng et al. 2019),
which is an image classification benchmark and contains
data from 6 different styles: Clipart (C), Infograph (I), Paint-
ing (P), Quickdraw (Q), Real (R), and Sketch (S). By assign-
ing data from one style to each client, we simulate data het-
erogeneity in the feature space across different clients. We
finetune the foundation model, i.e., ViT (Dosovitskiy et al.
2020), with different PEFT methods via FL.

In Table 1, we provide the results of finetuning the clas-
sification head (clf ) and finetuning with Adapter. We also
display the performance of client local finetuning (L), i.e.,
no federated communication involved. We conclude three
observations from the results: (1) Adapter is an effective
PEFT method in both federated setting and independent
finetuning setting compared with clf , providing an aver-
age performance increase of 3.22% and 6.15%, respectively.
(2) Collaborative training via FL, i.e., finetuning a client-
agnostic foundation model, generally outperforms local in-
dependent finetuning. This can be observed by comparing
the average accuracy of models with and without ”L”. (3)
Client-specific classification head and adapters show bene-
fits on certain clients (marked with underlines), i.e., clients
with Painting (P) and Sketch (S) data and optimized inde-
pendently. We assume this is due to the large distribution
shift in the feature space across different clients’ local data,
given their different image appearances. This phenomenon
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(a) DAT Architecture Design (b) Communication

Figure 2: Schematic illustration of the Dual-Adapter Teacher
(DAT) with local Ac and frozen Âs. Only the shared adapter
As is transmitted during federated communication.

answers the previous research question: Both client-specific
and client-agnostic knowledge are crucial and should not be
forgotten during federated communication. These observa-
tions motivate the proposed method and serve as evidence
for its promising applicability and effectiveness.

Proposed Method
In this section, we introduce the proposed method Federated
Dual-Adapter Teacher (FedDAT). As shown in Algorithm
1, the training process of FedDAT can be divided into two
functions, which will be introduced in the following:

At the beginning of the training, the server initializes a
shared adapter As. In each communication round, all active
clients receive As and conduct Client Update in parallel.
Subsequently, the server aggregates and averages the opti-
mized parameters {Ak

s |1 ≤ k ≤ K} uploaded from all
clients, which will be used as the initialization of As for the
next communication round.

The client local update comprises 2 main components,
which will be introduced in the following:

(1) Dual-Adapter Teacher (DAT). Before the first com-
munication round, each client locally initializes the local
adapter Ac as well as the foundation model fθ with the same
pre-trained weights θ. Subsequently, each client receives the
parameters of As from the server, which is then copied as Âs

and kept frozen during the client local update. We combine
Âs and Ac as the Dual-Adapter Teacher (DAT) and provide
its schematic illustration in Figure 2a.

In DAT, we constrain the parameters of Ac strictly lo-
cal for each client. By personalizing Ac, we force it to fo-
cus solely on client-specific knowledge, which is crucial for
client data heterogeneity. Meanwhile, the frozen Âs is uti-
lized to retain the client-agnostic knowledge captured by the
shared adapter As. Similar to traditional adapters (Equation
1), given the normalized output of FFN h in a Transformer
layer, DAT performs the following transformation:

h′ ← h+
1

2
ϕ(h · Ŵ down

s ) · Ŵup
s +

1

2
ϕ(h ·W down

c ) ·Wup
c , (4)

where Ŵs and Wc are the weight matrices for Âs and Ac,
respectively. Afterwards, T local update steps will be exe-

(a) Optimization of As (b) Optimization of DAT

Figure 3: Schematic illustration of the Mutual Knowledge
Distillation (MKD) between DAT and As.

cuted, in which the shared adapter As and the DAT module
is optimized.

By utilizing DAT as a guidance for the local optimiza-
tion of As at each client, our goal is to distill client-specific
knowledge into As and mitigate the forgetting of As on
its client-agnostic knowledge. Hereby, we apply Mutual
Knowledge Distillation (MKD) for an efficient knowledge
transfer, which will be introduced in the following.

(2) Mutual Knowledge Distillation (MKD). A schematic
illustration of MKD is provided in Figure 3. MKD executes
bi-directional knowledge distillation between As and DAT
via Ls

KL and LDAT
KL , respectively:

Ls
KL = KL(zs(x)||zDAT(x)), LDAT

KL = KL(zDAT(x)||zs(x)),
(5)

where KL denotes the Kullback-Leibler divergence, zs
and zDAT are the predicted logits of the foundation model
injected with As and DAT, respectively. Hereby, this setup
allows the shared adapter As to capture both client-specific
knowledge and client-agnostic stored in DAT (Ls

KL). Addi-
tionally, we apply As as guidance for the optimization DAT
(LDAT

KL ) to prevent possible overfitting, considering the scarce
local data of each client (McMahan et al. 2017).

MKD is utilized together with the guidance from ground-
truth labels of the training data, i.e.,

Ls
CE =

C∑
c=1

I(x, c) · log(σ(zs(x))(c)),

LDAT
CE =

C∑
c=1

I(x, c) · log(σ(zDAT(x))
(c)),

(6)

where, I(x, c) is a binary indicator (0 or 1) if c is the
ground-truth label for x, σ is the softmax function. Hereby,
we aim at training the foundation model, injected with ei-
ther As or DAT, to correctly classify the training sample x.
Finally, combining MKD and LCE produces the optimiza-
tion objective for As and DAT:

Ls =Ls
CE + αLs

KL,

LDAT =LDAT
CE + βLDAT

KL ,
(7)

where, α and β are the weighting coefficient. While both
DAT and As are randomly initialized, they become more in-
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formative as the training progresses. To reflect this observa-
tion, we apply an exponential ramp-up schedule for α and
β. Despite the sophisticated design of our method, FedDAT
indicates the same inference cost and communication over-
head as the PEFT method Adapter, where only As is trans-
mitted and applied at deployment.

Experiments and Analyses
We conduct extensive empirical analyses to investigate the
proposed method. Firstly, we compare FedDAT with other
centralized PEFT methods on four heterogeneous FL bench-
marks containing different Vision-Language tasks. After-
wards, we demonstrate the effectiveness of FedDAT compo-
nents via ablation study. Finally, we analyze the promising
convergence rate and scalability of FedDAT.

Benchmark Experiments
Datasets Description. We conduct experiments on differ-
ent Vision-Language (VL) benchmarks with different types
of data heterogeneity, including visual, textual, and task het-
erogeneity. We introduce these benchmarks in the following.

• Domain. We adopt 5 common VQA datasets from differ-
ent domains, i.e., VizWiz (Gurari et al. 2018), COCO QA
(Ren, Kiros, and Zemel 2015), Art (Garcia et al. 2020),
GQA (Hudson and Manning 2019) and Abstract (An-
tol et al. 2015). We assign one of the datasets to each
client, leading to heterogeneity in both vision and lan-
guage modality. Example VQA triplets from the bench-
mark are provided in Figure 4.

• Function & Scene. We adopt and split the CLOVE
benchmark (Lei et al. 2023) into Scene and Function
benchmark, which contains VQA triplets collected from
6 different visual environments and 5 different functions,
respectively. Triplets from one scene (function) are allo-
cated to one client, resulting in visual (textual) hetero-
geneity in the Scene (Function) benchmark.

• Task. We adopt and modify the CLiMB benchmark
(Srinivasan et al. 2022), which contains 4 VL tasks,
namely VQA (Antol et al. 2015), Natural Language for
Visual Reasoning (NLVR) (Suhr et al. 2018), Visual En-
tailment (VE) (Xie et al. 2019b), and Visual Common-
sense Reasoning (VCR) (Zellers et al. 2019). Each client
owns data from one of the datasets, introducing task het-
erogeneity across different clients.

We downsample the original dataset to simulate client lo-
cal data scarcity described in prior arts (McMahan et al.
2017) and provide more details in the Appendix.

Implementation Details. For the task-heterogeneous
benchmark (Task), we adopt the Transformer encoder-only
backbones following (Srinivasan et al. 2022), i.e., ViLT
(Kim, Son, and Kim 2021b) and VAuLT (Chochlakis et al.
2022). For the rest three benchmarks, we add another
encoder-decoder backbone, i.e., ALBEF (Li et al. 2021a).
We compare FedDAT with various centralized PEFT meth-
ods adapted for FL, including LoRA (Hu et al. 2021),
prompt-tuning (Guo et al. 2022), and bias-tuning (Cai et al.

Algorithm 1: Training procedure of FedDAT
ServerUpdate
1: Randomly initialize As

2: for round r = 1 to R do
3: for client k = 1 to K do {in parallel}
4: Ak

s ← ClientUpdate(As, k, r)
5: end for
6: As ← 1

K

∑K
k=1 A

k
s

7: end for
ClientUpdate(As, k, r)

1: if r = 1 then
2: Randomly initialize Ac

3: end if
4: Âs ← As

5: for local step t = 1 to T do
6: Sample {X,y} from Dk

7: Optimize As via minimizing Ls

8: Optimize DAT via minimizing LDAT

9: end for
10: return As

2020). We also provide results of independent client opti-
mization (marked by ”L”) of the classification head clf and
Adapter. Moreover, we provide the results of fully finetun-
ing the models (full) as an oracle method (marked by ∗),
given the infeasibility of transmitting the entire foundation
model in FL.

To handle the different answer pools in different clients,
we incorporate client-specific classification heads for ViLT
and VAuLT, and apply client-specific answer lists for AL-
BEF. To make a fair comparison between different central-
ized PEFT algorithms and FedDAT, we apply the same
hyperparameters search for all methods in different bench-
marks. All experiments are repeated with 3 random seeds.
The hyperparameters are detailed in the Appendix.

Results and Analyses. In Table 2, we provide the re-
sults of FedDAT and the other FL-adapted PEFT methods
on our Domain benchmark. We observe FedDAT outper-
forms all the baselines with all the architectures, achieving
an average performance improvement of up to 4.55% com-
pared with the most promising baseline Adapter. This in-
dicates the easy adaptability of FedDAT for both encoder-
based and encoder-decoder-based VL models. Moreover,
FedDAT depicts the same communication overhead as a
single Adapter, which adds and optimizes only less than

Figure 4: Example VQA triplets of different datasets in Do-
main benchmark with heterogeneity in both Vision and Lan-
guage modality.
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Backbone Method Comm. Overhead VizWiz COCO Art GQA Abstract Average

ViLT

clf -L − 63.13±1.07 36.15±2.92 63.22±0.99 34.90±3.16 52.81±2.67 50.04±1.81
LoRA 0.60M(0.48%) 60.47±1.25 43.28±1.37 62.98±0.75 36.57±2.01 52.04±1.62 51.07±1.41
prompt 0.60M(0.48%) 60.13±1.05 52.13±0.87 63.02±1.58 39.09±0.37 52.88±3.07 53.45±2.04
bias 0.10M(0.08%) 61.83±2.41 49.41±2.36 69.38±1.69 40.43±0.66 60.36±1.92 56.28±1.97

Adapter-L − 61.72±1.42 46.27±4.58 67.69±0.42 43.62±0.93 54.02±2.16 54.67±2.54
Adapter 0.89M(0.75%) 61.39±1.11 52.39±6.20 68.72±3.20 43.72±0.65 59.43±2.94 57.13±4.08
FedDAT 0.89M(0.75%) 60.99±2.81 63.81±2.90 71.36±3.34 48.65±2.93 60.75±2.67 61.11±2.98
full-L∗ − 55.52±1.42 72.97±1.53 73.16±0.28 44.41±3.98 58.78±0.25 60.97±1.45
full∗ 87.40M(100%) 56.12±2.55 73.87±0.83 76.24±1.82 50.28±1.59 61.26±0.78 63.55±1.35

VAuLT

clf -L − 61.83±1.85 32.42±0.04 64.52±1.55 35.08±5.57 48.48±0.77 48.46±1.15
LoRA 0.60M(0.29%) 62.17±1.32 40.56±0.86 63.08±1.13 33.47±3.08 47.34±1.04 49.32±1.16
prompt 0.60M(0.29%) 62.93±0.87 46.52±1.45 64.26±1.03 35.33±2.12 48.91±0.68 51.59±1.63
bias 0.21M(0.10%) 61.12±2.84 43.81±0.35 67.00±1.41 33.30±4.81 51.22±2.07 51.29±1.08

Adapter-L − 62.33±1.42 47.72±2.83 67.50±2.11 33.75±2.79 54.09±0.93 53.07±1.34
Adapter 1.79M(0.77%) 52.53±3.65 53.63±0.28 66.80±0.53 35.65±1.84 50.03±1.77 51.73±0.46
FedDAT 1.79M(0.77%) 62.19±1.01 54.83±2.04 67.86±1.93 40.06±3.08 54.48±0.49 55.88±1.79
full-L∗ − 57.41±2.13 55.68±1.24 70.27±2.11 41.31±1.46 52.66±0.57 55.47±1.85
full∗ 227.77M(100%) 45.79±2.12 64.64±3.05 67.89±1.82 41.93±3.85 49.58±0.66 53.97±2.09

ALBEF

LoRA 1.52M(0.53%) 60.49±1.32 28.32±0.65 57.04±3.69 28.71±0.42 58.06±2.42 46.52±1.75
prompt 0.92M(0.32%) 63.13±0.65 32.50±1.20 63.45±0.42 32.08±1.07 59.45±1.78 50.12±0.95
bias 0.93M(0.32%) 63.23±0.14 31.23±0.28 61.23±1.12 35.93±1.73 57.88±0.28 49.90±0.87

Adapter-L − 61.72±1.12 56.32±1.50 65.21±0.35 40.96±2.27 59.51±1.58 56.74±1.38
Adapter 2.86M(0.98%) 59.52±2.44 69.35±2.78 68.32±0.89 41.02±3.12 60.83±2.66 59.81±1.87
FedDAT 2.86M(0.98%) 61.52±1.51 76.36±0.63 71.04±0.50 49.22±1.60 63.65±1.19 64.36±1.39
full-L∗ − 61.22±0.14 77.80±1.39 74.45±0.7 50.09±1.06 63.58±2.79 65.43±1.37
full∗ 290.34M(100%) 51.91±1.42 78.38±1.11 75.65±0.14 55.91±0.54 70.47±0.83 66.46±0.96

Table 2: Evaluation results of different finetuning methods on our FL benchmark with distribution shift in both Vision and
Language space. ”L” indicates client local finetuning where no communication is involved. We report the mean±std accuracy of
each client from 3 runs with different seeds.

1% of the total parameters in the foundation model. This
further illustrates its applicability to the FL system with
constrained communication bandwidths. Besides, FedDAT
narrows the performance gap between the PEFT methods
and fully-finetuning methods. Interestingly, our approach
outperforms the oracle methods full-L when applied on
ViLT and VAuLT, which demonstrates the effectiveness of
introducing client-specific knowledge into the client local
optimization. We also note that applying Adapter-L for
VAuLT, i.e., optimizing adapters for each client indepen-
dently, achieves better results than Adapter, which provides
additional evidence for our observation in Section .

Afterwards, we provide the comparison of clients’ aver-
age accuracy between FedDAT and different PEFT methods
on the other benchmarks. As shown in Table 3, FedDAT
provides promising improvements of up to 6.02%, 7.94%
and 1.09% on Function, Scene, and Task benchmark, re-
spectively. More details of the client specific performance
are provided in the Appendix.

Ablation Study
To illustrate the importance of different components used in
FedDAT, we conduct an ablation study for ViLT on three
benchmarks. The results are shown in Table 4. We first in-
vestigate the optimization process, where we notice that op-
timizing without DAT, i.e., applying solely the local adapter
Ac or the frozen adapter Âs as the teacher, leads to only
minimal performance increase, which indicates the effec-

tiveness of our Dual-Adapter Teacher design. Besides, dis-
tilling only the knowledge from DAT to the shared adapter
As, i.e., omitting the bi-directional MKD, brings visible per-
formance gain. Combining both strategies achieves the best
results, which further demonstrates their complementarity.
Additionally, we validate other inference choices. Specifi-
cally, we evaluate the final DAT module (combination of
Ac and Âs) and the local adapter Ac at each client. We
again note that we are addressing the problem of finetuning a
global foundation model via FL, where no further personal-
ization is required. Considering the inference efficiency and
the problem setting, we adopt the shared adapter As for in-
ference, which also achieves the most promising results.

Convergence Analysis

In Figure 5, we display the convergence analysis of FedDAT
compared with the most promising PEFT method Adapter
on Domain benchmark. Hereby, we report the accuracy of
the clients on their corresponding local testing set after each
communication round. As shown in the figure, even though
FedDAT utilizes a more sophisticated optimization schema,
i.e., a combination of DAT and MKD, the learning curves
of FedDAT still exhibit faster convergence rates than sin-
gle Adapter. It is also worth noticing that FedDAT already
achieves distinct performance gain after 5 communication
rounds, i.e., 25% of the total communication budgets.
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Figure 5: Convergence analysis of ViLT model on different clients in Domain benchmark.

Backbone Method Function Scene Task

ViLT

clf -L 31.58±1.97 24.52±0.95 49.46±0.39
LoRA 32.04±1.12 28.47±1.03 47.82±1.42
prompt 40.53±1.56 30.53±1.30 49.55±1.14
bias 43.81±1.39 33.65±1.87 50.71±1.26

Adapter-L 39.68±2.19 31.91±2.05 49.59±1.74
Adapter 48.37±1.56 31.07±1.08 51.44±1.34
FedDAT 54.39±2.36 39.35±1.25 52.37±0.52
full-L∗ 56.81±2.97 38.00±1.48 50.64±1.42
full∗ 59.62±2.56 40.62±3.76 53.17±0.69

VAuLT

clf -L 27.72±3.05 21.22±2.08 39.63±1.07
LoRA 29.87±1.86 23.08±1.09 38.35±1.47
prompt 36.32±2.07 25.63±1.54 38.75±1.34
bias 36.11±3.05 24.89±2.17 39.46±0.99

Adapter-L 37.22±2.38 28.57±1.98 40.42±1.21
Adapter 41.50±3.24 29.39±2.65 40.19±0.89
FedDAT 44.54±2.08 34.31±2.87 41.28±0.57
full-L∗ 49.13±2.68 35.11±1.99 41.66±1.32
full∗ 46.38±1.57 36.72±2.57 42.44±0.71

Table 3: Evaluation results of different methods on Func-
tion, Scene, and Task benchmark. ”L” indicates independent
client finetuning. We report the mean±std accuracy of 3 trials.

Scalability Analysis of FedDAT

To show the effectiveness of FedDAT under various applica-
tion scenarios, we further conduct experiments with differ-
ent numbers of clients. More specifically, we split the data
of each function in the original CLOVE dataset (Lei et al.
2023) into 5 subsets, where each subset has an equal number
of training data and is assigned to one client, following the
client data scarcity described in (McMahan et al. 2017). We
conduct experiments where 1, 2, 3, 4, and 5 clients (subsets)
from each function are selected, which gives in total 5, 10,
15, 20, and 25 clients joining the federated communication
for the Function benchmark, respectively. We apply also the
same split strategy for the 6 different visual environments
for the Scene benchmark and conduct the same experiment.
More details regarding the experimental setups are provided
in Appendix.

We observe that FedDAT consistently outperforms
Adapter across all setups with small or large quantities of
training data. Notably, a performance gap of up to 10% for
ALBEF and 6% for ViLT is evident. These results indicate
the scalability of FedDAT in handling complex FL appli-
cations involving a larger number of clients and increased
communication budgets.

Figure 6: Scalability analysis of FedDAT with different
number of clients on Funciton and Scene benchmarks.

Conclusion
In this work, we propose the first FL framework to ad-
dress the parameter-efficient finetuning (PEFT) of the foun-
dation model in heterogeneous FL, where various Vision-
Language tasks are investigated. The proposed method,
named FedDAT, optimizes a shared adapter utilizing the
Dual-Adapter Teacher (DAT) and Mutual Knowledge Dis-
tillation (MKD). Compared with existing centralized PEFT
methods, FedDAT achieves promising results on the four FL
benchmarks with various Vision-Language tasks, demon-
strating its effectiveness. Additional experiments indicate
its applicability to complex FL setups involving larger dis-
tributed systems and training budgets.

Stage Method Domain Function Scene
- Adapter 57.13±4.08 48.37±1.56 31.07±1.08

Optimization

w/o Âs 58.24±0.98 50.62±1.45 33.04±0.65
w/o Ac 57.87±1.24 50.93±0.85 32.45±0.27

w/o MKD 58.41±1.57 52.82±2.98 36.98±1.07
FedDAT 61.11±2.98 54.39±2.36 39.35±1.25

Inference
Ac +As 58.45±1.57 50.42±1.87 35.61±2.41

Ac 55.87±3.35 46.14±2.60 32.84±0.78
As (FedDAT) 61.11±2.98 54.39±2.36 39.35±1.25

Table 4: Ablation study for different components in opti-
mization and inference stage of FedDAT on three bench-
mark datasets.
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Yu, S.; Muñoz, J. P.; and Jannesari, A. 2023. Federated Foundation
Models: Privacy-Preserving and Collaborative Learning for Large
Models. arXiv preprint arXiv:2305.11414.
Zellers, R.; Bisk, Y.; Farhadi, A.; and Choi, Y. 2019. From Recog-
nition to Cognition: Visual Commonsense Reasoning. In The IEEE
Conference on Computer Vision and Pattern Recognition (CVPR).
Zhang, J.; Vahidian, S.; Kuo, M.; Li, C.; Zhang, R.; Wang, G.; and
Chen, Y. 2023. Towards Building the Federated GPT: Federated
Instruction Tuning. arXiv preprint arXiv:2305.05644.
Zhou, C.; Li, Q.; Li, C.; Yu, J.; Liu, Y.; Wang, G.; Zhang, K.; Ji, C.;
Yan, Q.; He, L.; et al. 2023. A comprehensive survey on pretrained
foundation models: A history from bert to chatgpt. arXiv preprint
arXiv:2302.09419.
Zhuang, W.; Chen, C.; and Lyu, L. 2023. When Foundation Model
Meets Federated Learning: Motivations, Challenges, and Future
Directions. arXiv preprint arXiv:2306.15546.

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

11293


