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Abstract

Treatment effect estimation (TEE) is the task of determining
the impact of various treatments on patient outcomes. Current
TEE methods fall short due to reliance on limited labeled data
and challenges posed by sparse and high-dimensional obser-
vational patient data. To address the challenges, we introduce
a novel pre-training and fine-tuning framework, KG-TREAT,
which synergizes large-scale observational patient data with
biomedical knowledge graphs (KGs) to enhance TEE. Un-
like previous approaches, KG-TREAT constructs dual-focus
KGs and integrates a deep bi-level attention synergy method
for in-depth information fusion, enabling distinct encoding
of treatment-covariate and outcome-covariate relationships.
KG-TREAT also incorporates two pre-training tasks to en-
sure a thorough grounding and contextualization of patient
data and KGs. Evaluation on four downstream TEE tasks
shows KG-TREAT’s superiority over existing methods, with
an average improvement of 7% in Area under the ROC Curve
(AUC) and 9% in Influence Function-based Precision of Esti-
mating Heterogeneous Effects (IF-PEHE). The effectiveness
of our estimated treatment effects is further affirmed by align-
ment with established randomized clinical trial findings.

Introduction

Treatment effect estimation (TEE), which identifies the
causal effects of treatment options on patient outcomes
given observational covariates, is a pivotal task in health-
care (Glass et al. 2013). Yet, existing TEE methods (Shalit,
Johansson, and Sontag 2017; Shi, Blei, and Veitch 2019;
Zhang et al. 2022) are limited in both generalizability and
accuracy due to their dependence on small, task-specific
datasets that might not fully encompass the complex rela-
tionships among covariates, treatments, and outcomes.

To address this, one might consider deploying foundation
models (Devlin et al. 2019; Brown et al. 2020; Bommasani
et al. 2021) trained on large datasets, to improve general-
izability. However, the application of foundation models to
TEE is not straightforward. Medical data, often character-
ized by high-dimensional and sparse medical concepts, con-
tinue to pose challenges to these models (Huang, Altosaar,
and Ranganath 2019; Rasmy et al. 2021). Even with large-
scale datasets, developing a domain-specific understanding
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of these medical concepts and identifying potential con-
founders to reduce estimation bias remains difficult. The
sheer volume of data does not necessarily equate to rich,
specific instances that the model needs to learn effectively.

Therefore, we turn to biomedical knowledge graphs
(KGs) - structured representations of diverse medical con-
cepts and their relations. By synergizing potentially sparse
patient data with domain-specific knowledge from KGs, we
can derive meaningful insights and identify key confounders
for adjustment in TEE.

Despite its potential, synergizing patient data with KGs
poses several challenges. Firstly, utilization of the entire
KG can introduce noise that is irrelevant to patient data.
While recent works have suggested constructing personal-
ized knowledge graphs (PKGs) by retrieving relevant medi-
cal information for each patient from the entire KG to miti-
gate noise (Ye et al. 2021; Xu et al. 2023; Yang et al. 2023),
these methods fail to distinguish among various types of
medical codes, such as treatments, covariates, and outcomes.
This issue can lead to bias and spurious correlations in TEE.
Secondly, the primary application scenario of existing works
is clinical risk prediction (Choi et al. 2017; Ma et al. 2018a),
neglecting the encoding of vital causal relationships among
covariates, treatments, and outcomes unique to TEE. Addi-
tionally, existing methods (Ye et al. 2021; Xu et al. 2023)
often incorporate patient data and KGs only at the final pre-
diction stage, leading to superficial combination and ineffi-
cient information utilization.

To address these challenges, we propose a novel
pre-training and fine-tuning framework for TEE, named
KG-TREAT, by synergizing patient data and KGs. Firstly,
we address the bias issue by constructing dual-focus PKGs,
one focusing on the relationship between treatment and
covariates (treatment-covariate PKG) and the other focus-
ing on the relationship between outcome and covariates
(outcome-covariate PKG). These PKGs explicitly capture
and represent the key relationships and dependencies among
treatments, outcomes, and covariates, thereby mitigating the
risk of spurious correlations. Secondly, we present a deep bi-
level attention synergy method, namely DIVE. The first level
of attention applies a treatment(outcome) attention mecha-
nism to patient data and specific treatment(outcome) infor-
mation from PKGs, explicitly encoding the complex rela-
tionships among covariates, treatments, and outcomes. The
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(a) Dual-focus PKG Construction

(b) Pre-training on Patient Data & PKGs
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Figure 1: A detailed illustration of KG-TREAT. (a) Dual-focus PKGs are constructed by extracting relevant treatment-covariate
and outcome-covariate information for each individual patient from KG. (b) The model is pre-trained by synergizing patient
data with corresponding PKGs through the proposed deep bi-level attention synergy method. Two pre-training tasks are unified
to learn contextualized representations. (c) The pre-trained model is fine-tuned on downstream data for TEE.

second level employs a multi-layer co-attention mechanism
to patient data and its corresponding PKGs, ensuring deep
information synergy between these modalities.

KG-TREAT is first pre-trained by combining two self-
supervised tasks: masked code prediction and link predic-
tion. These tasks ensure that the patient data and KGs are
fully grounded and contextualized to each other. The model
is then fine-tuned on downstream data for TEE.

Our contributions include:

We propose KG-TREAT, a novel pre-training and fine-
tuning framework that integrates observational patient
data with KGs for TEE. This includes the construction of
dual-focus PKGs and the introduction of a deep bi-level
attention synergy method, DIVE.

We compile a large dataset of 3M patient records from
MarketScan Research Databases' and KG (300K nodes,
IM edges) from Unified Medical Language System
(UMLS) (Bodenreider 2004) for pre-training, and 4 TEE
fine-tuning datasets for assessing treatment effectiveness
in coronary artery disease (CAD).

Comprehensive experiments demonstrate the superior per-
formance of KG-TREAT over existing TEE methods. It
shows an average improvement of 7% in AUC for out-
come prediction and a 9% improvement in IF-PEHE for
TEE compared to the best baseline across four tasks.
Case study shows that the estimated treatment effects align
with established randomized controlled trials (RCTs) find-
ings, further demonstrating the effectiveness of our ap-
proach in real-world use.

Preliminary

Patient Data. A patient record is a collection of multiple
visits, denoted as T = {x1,...,xr}. Each visit is char-
acterized by a series of medications my,...,mrq € M
(with | M| total medication codes), and diagnosis codes

"https://www.merative.com/real-world-evidence
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di,...,dp| € D, (with |D| total diagnosis codes). A pa-
tient’s demographics include age and gender, encoded as
categorical and binary values respectively, and are denoted
as ¢ € C. We create a comprehensive medical vocabulary,
W = {M,D,C} that includes all these patient attributes.
We denote the pre-train data as X and downstream data as
Z,where Y N Z = @.

Personalized Knowledge Graph. A biomedical KG, which
contains extensive relationships among various medical
codes (e.g., medications and diagnoses), can be represented
as a multi-relational graph G = (V, £), where V is the set of
entity nodes and £ C V x R x V is the set of edges. These
edges connect nodes in V) via triplets, and R is the set of rela-
tion types. A triplet is denoted as (h,r,t),h,t € V,r € R,
represents a relationship within the KG. As an entire KG
can be large and contain noises, a personalized KG (PKG),
g = (v, e) is considered by extracting a subgraph from the
KG, wherev € Vande € €.

Treatment Effect Estimation. Given a patient’s visit se-
quence T = {x1,...,xr}, demographics ¢, binary treat-
ment @ € {0,1} (where 1 indicates treated and 0 indicates
control status), disease outcome y € {0,1} (where 1 indi-
cates its presence and 0 indicates its absence), and PKGs g,
we aim to estimate treatment effect as E[Y (1) — Y (0)|X =
z,C = ¢,G = g], where Y (A) is the potential outcome
if the patient receives treatment A (Rubin 2005). We make
three standard assumptions in our TEE analysis: consis-
tency, positivity, and ignorability (see details in Appendix
A). These assumptions ensure that the treatment effects es-
timated as EY|[A=1,X =%,C=¢,G=g] -E[Y|A=
0,X =%,C = ¢,G = g] are identifiable.

Method

In this section, we introduce our model (Fig. 1), including
three main modules: 1) Dual-focus PKG construction, 2)
Pre-training on patient data & PKGs, and 3) Fine-tuning for
TEE. Algorithm 1 shows the model training procedure.
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Data Encoding

As the raw patient data and KGs are not applicable for direct
modeling, we need to encode the patient data into dense em-
beddings and construct dual-focus PKGs given the relevant
information from individual patients.

Patient Data Encoding. Compared to natural text, patient
data presents unique challenges owing to its irregular tempo-
rality (i.e., variability in time intervals between patient vis-
its) and hierarchical structures (i.e., a patient record includes
multiple visits and each visit includes different types of med-
ical codes). To address these, we propose a comprehensive
embedding approach that extends the original BERT (Devlin
et al. 2019) embedding by incorporating both the code type
and temporal information. For every input medical code, the
patient embedding e is obtained as:

)]

€ = Wecode + ttype + Vyisit + pphysical

where w.oq. € R% is the medical code embedding, and
tiype € R is the type embedding. Our input data in-
cludes three types: demographics, medication, and diagno-
sis. The visit time embedding visit € R is the actual
time of a visit. The physical time embedding p,;,ysica1 €

R% measures the physical time over a fixed time interval.
The code embedding, time embedding, and type embedding
are integrated as the input to the patient sequence encoder.

Dual-focus PKG Construction. To facilitate a nuanced un-
derstanding of patient data and obtain personalized estima-
tion for TEE, we propose to construct dual-focus PKGs that
capture diverse medical contexts of treatment-covariate and
outcome-covariate relationship, respectively. We first map
the medical codes from a patient’s record to their corre-
sponding medical concepts in KG, resulting in an initial set
of graph nodes v’. Then we augment the graph with treat-
ment and outcome data. The treatment-covariate PKG in-
cludes the mapped treatment concepts added to v’ as v’(a),
while the outcome-covariate PKG incorporates mapped out-
come concepts, added to v" as v'(y). To leverage implicit
contextual knowledge, we include k-hop bridge nodes in the
final graph node set v(a) and v(y). A k-hop bridge node de-
notes the entity node positioned within a k-hop path between
any pair of linked entities in the node set v'(a) or v’ (y). Fi-
nally, we establish a link between any pair of entities in v(a)
and v(y) if there exists an edge between them. This proce-
dure results in dual-focus PKGs as g, = (v(a),e(a)) and

gy = (v(y), e(y))-

Pre-training KG—TREAT

The patient embeddings and PKGs are first encoded and
then synergized through the proposed deep bi-level atten-
tion synergy method. KG-TREAT is pre-trained by unifying
two tasks: masked code prediction and link prediction.

Patient Sequence Encoder. Patient visit sequences are
encoded using an N-stacked Transformer (Vaswani et al.
2017). Each Transformer encoder has a multi-head self-
attention layer followed by a fully-connected feed-forward
layer. The patient sequence representations are computed as:

(+1)

I+1)
hCLS

(1+1)
hl , hT = fseq(hélL)a h§l>7 CE) h§£>)7 )
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Algorithm 1: KG-TREAT Pre-training and Fine-tuning

Input: Pre-train data X', KG G, downstream data Z
Output: Pre-trained model fg+, treatment effects §

Obtain patient data encoding e by Eq. (1);
Extract dual-focus PKGs g(a), g(y) from entire KG;

Obtain patient representations {h,CLs7 hi,...,hr} by Eq. (2);
Obtain PKG representations {®cs, D1, . - vT} by Eq. (3);
Synergize patient and PKG representations by Eq. (8);
Pre-train the model by unifying MCP Eq. (10) and LP Eq. (11);
Initialize the model with parameters 8" from pre-training;
Obtain patient representations {hcis, h1,...,hr} and PKG
representations {vcws, v1, ..., vr} by Eq. (2), (3);

Fine-tune the model and estimate effects by Eq. (14), (15);

A A ol ey

2

where [ = 1,..., N denotes the Transformer layer and the
representations in layer [ = 0 are initialized with the patient
embedding e. The term hcrs is the encoding of a special
code that is appended to the patient sequence and acts as the
pooling point for prediction. More details of the Transformer
architecture are provided in Appendix B.

Graph Encoder. We utilize graph neural networks (GNNs)
to encode the PKGs. We initialize node embeddings fol-
lowing existing work (Feng et al. 2020). We transform
KG triplets into textual data and feed these sentences into
a pre-trained language model, BioLinkBERT (Yasunaga,
Leskovec, and Liang 2022), to obtain sentence embeddings.
We compute node embeddings by pooling all token outputs
of the entity nodes. We encode the treatment-covariate PKG
g(a) and outcome-covariate PKG g¢(y) as follows:

§(@)s”, 8@ = (0@t v @),
B85 = famn(0(0)Es, -, 0W)F),

where | = 1,..., M denotes the GNN encoder layer, and
vcrs 18 the encoding of a special node added to the PKG
(with edges connecting to all other nodes) to serve as the
pooling point for prediction. The node representations are
updated via iterative message passing between neighbors as:

= fo( Y asima) +v(a),

SEN;U{i}

v(a){ ™ = @)

where N; denotes the neighbors of entity node i, «; is the
attention weight for scaling the message pass, and f, is a
multi-layer perceptron with batch normalization. The mes-
sage m; from s to ¢ is computed as follows:

(&)

where 7; is the relation embedding and f,, is a linear trans-
formation. The attention weight c ;, which controls the im-
pact of each neighbor on the current node, is computed as:

q, = fo(@)), ki= fiv(@), rs),
s,i = Softmax(q.k; /Vd),

ms; = fm(v(a)g”a Tsi)7

(6)

where f, and fj, are linear transformations. The outcome-
covariate PKG can be encoded similarly as above.

Deep Bi-level Attention Synergy. To address the challenges
of shallow synergy and inefficient information utilization in
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existing work (Ye et al. 2021), we propose a deep bi-level
attention synergy method, DIVE.

The first level of attention handles the complex treatment-
covariate and outcome-covariate relationships for bias ad-
justment and accurate estimation. Given the patient se-

quence representation hi)

tation 9(a )( ) we compute the treatment attention weight
o, h,¢ and treatment-related attention-pooling of patient se-

and treatment node represen-

Y
quence representation h( ) as follows:

Qa,ht = Softmax(v(a)(l)h(” /Vd),

l
A —Zaahth().

The second level of attention enables deep synergy of
patient data with KGs. We apply a multi-head co-attention
(Murahari et al. 2020) across patient sequence and graph
representations in multiple hidden layers. Concretely, we ob-
tain synergized patient sequence representations by trans-

@)

forming h : to queries, 'T)(l)(a) to keys and values. These
synergized representations are then concatenated with the
treatment-related patient representations derived from Eq.
(7), and passed through a multi-layer perceptron f. to yield
bi-level attention synergized patient sequence representa-

tions k(). This process is formally denoted as:
RO = uncay o (R, 5(a)V, 5(a) "),
RO = O AV,

where MHCAg k (@, K, K) is the multi-head co-attention
applied to @, K, with @ as query, K as both key and value.
We compute the synergized node representations v(a)®) by

®

~ (1
transforming ©(a)® to queries, b~ to keys and values as:

v(a) = MHCA, (g 5 (5(a)”, A" BY). ©)

The synergized outcome node representations can be ob-
tained similarly. In essence, DIVE introduces a bi-level at-
tention synergy system: one level that adjusts bias by han-
dling relationships among covariates, treatments, and out-
comes, and a second level that focuses on deep synergy.
These levels work together to facilitate efficient information
utilization and overcome the limitations of shallow synergy
methods.
Pre-training Tasks. The goal of pre-training is to encourage
a thorough grounding and contextualization of patient data
and KGs. To approach this, two self-supervised pre-training
tasks are adopted: masked code prediction (MCP) and KG
link prediction (LP).

MCP predicts the masked medical code with position j €
J using the representation h ;. The loss of MCP, Lyicp (),
with optimization parameters 0., is formulated as:

Z log(P(wjlh;),

ieT

Lycp (0 10)
where P(w,|h;) is the softmax probability of the masked
code over all codes in the vocabulary. By using the syner-
gized representations, the patient data are enhanced with ex-
ternal knowledge to predict the masked codes.
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LP is widely used in KG representation learning, which
aims to distinguish existing (positive) triplets from corrupted
(negative) triplets using the representations of entities and
relations. Formally, given the representations of a triplet ob-
tained from the graph encoder as (v, 7, vt?, the pre-training
loss for LP is optimized over parameters 6" as:

Lu@) = > (-oldwnrv))t
(h,r,t)ES (1])
Z a(d(vh/,r,'vy))>
(h!,r,t")es!

where (W', r,t") € S, ., are corrupted triplets in which
either the head or tall entlty is replaced by a random entity
(but not both simultaneously), o denotes logarithm sigmoid
function, and d is the score function such as TransE (Bordes
et al. 2013) and DistMult (Yang et al. 2015).

The final pre-training loss is optimized over parameters
= {6™,0'} by integrating MLP and LP as £(0)
Lyvcp(0™) + Lip(6).

Fine-tuning KG-TREAT for TEE

After pre-training, we fine-tune the model on downstream
data for TEE. To mitigate confounding bias, the model
is fine-tuned to simultaneously predict the treatment and
outcome using shared representations. This strategy dis-
courages reliance on unrelated features and prioritizes con-
founders for predictions (Shi, Blei, and Veitch 2019).

To elaborate, given downstream patient data and cor-
responding PKGs, we obtain representations for patients,
treatment-covariate PKG, and outcome-covariate PKG. We
then predict the treatment using a combination of hcis,
v(a)crs, and an attention-based pooling v(a)poor, With
query h c1s; as the input to a prediction head fga. The loss
of treatment prediction is computed as:

a= f¢>a o fa* ([hCLs, v(a)CL87v(a)POOLD7
Lr1(87,¢") = BCE(a, a),

where 0" are the optimized parameters of the pre-train
model, BCE denotes binary cross entropy loss. Similarly,
we predict the outcome by combining hcrs, v(y)crs, and an
attention-based pooling v(y)poor, With query hcrs; as the
input to a prediction head fgs. We employ separate heads
for treated and control potential outcomes, computing the
loss of outcome prediction as:

9= fev o for ([hCLS7 v(Y)crs, 'U(?J)POOLD’
Lo(6",¢") = BCE(,y).
We jointly optimize both treatment prediction and out-
come prediction, computing the final loss as follows:
‘CTEE(O*7¢) = Eo(e*a¢y) +/B‘C’T(0*7¢E)7 (14)
where (3 is a hyper-parameter that controls the influence of
treatment prediction. Note that only the observational, or
factual, outcomes are used to compute outcome prediction
loss, as counterfactual outcomes are unavailable. After fine-
tuning the model, we infer the treatment effect § as the dif-
ference between two predicted potential outcomes under the
treated and control treatment as:

12)

13)

6 = GJa=1 — Ja=o (15)
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Experimental Setup

Pre-training Data. We extract patient data from Mar-
ketScan Commercial Claims and Encounters (CCAE)
database? for those diagnosed with coronary artery disease
(CAD), producing a dataset of 2,955,399 patient records and
116,661 unique medical codes. We use UMLS? as external
knowledge. We unify the medical codes in patient data and
concepts in the UMLS through standard vocabularies* and
extract all relevant relationships from UMLS, resulting in a
KG with around 300K nodes and 1M edges

Downstream Tasks. Our goal is to evaluate the effects of
two treatments on reducing stroke and myocardial infarc-
tion risk for CAD patients, given the patient’s covariates
and corresponding PKGs. As the ground truth treatment ef-
fects are not available in observational data and RCTs are
the gold standard for TEE, we specifically create 4 down-
stream datasets based on CAD-related RCTs. More details
of datasets are provided in Appendix Table A3 and Fig. A2).
Baselines. We compare KG-TREAT with state-of-the-art
methods, all trained solely on downstream data.

* TARNet (Shalit, Johansson, and Sontag 2017) predicts the
potential outcomes based on balanced hidden representa-
tions among treated and controlled groups.

* DragonNet (Shi, Blei, and Veitch 2019) jointly predicts
treatment and outcome via a three-head neural network:
one for treatment prediction and two for outcomes.

* DR-CFR (Hassanpour and Greiner 2020) predicts the
counterfactual outcome by learning disentangled repre-
sentations that the covariates can be disentangled into
three components: only contributing to treatment selec-
tion, only contributing to outcome predication, and both.

* TNet (Curth and van der Schaar 2021a) is a deep neu-
ral network version of T-learner (Kiinzel et al. 2019)
(i.e., decomposes the TEE into two or more sub-
regression/classification problems).

e SNet (Curth and van der Schaar 2021a) learns disentan-
gled representations and assumes that the covariates can
be disentangled into five components by considering two
potential outcomes separately.

¢ FlexTENet (Curth and van der Schaar 2021b) assumes in-
ductive bias for the shared structure of two potential out-
comes and adaptively learns what to share between the
potential outcome functions.

* TransTEE (Zhang et al. 2022) is a Transformer-based
TEE model, which encodes the covariates and treatments
via Transformer and cross-attention.

Additionally, we consider several variants of the proposed
model for comparison:

* w/o DIVE: replacing the proposed deep bi-level attention

synergy method DIVE with a simple concatenation of pa-
tient and graph representations only at the final prediction.

* w/o KGs: pre-trained solely on patient data without KGs.

Zhttps://www.merative.com/real-world-evidence
3https://www.nlm.nih.gov/research/umls/index.html
*nlm.nih.gov/research/umls/sourcereleasedocs/index.html
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* w/o pre-train: directly trained on the downstream pa-
tient data and KGs using the same model architecture as
KG-TREAT.

* w/o pre-train & KGs: directly trained on the downstream
patient data with the patient sequence encoder only.

Note that we do not compare with existing pre-training
models for clinical risk prediction (Li et al. 2020; Rasmy
etal. 2021), as these models are not directly applicable to our
context. Clinical risk prediction models focus on forecasting
the likelihood of a disease based on variable correlations.
TEE mainly quantifies the causal impact of a treatment on
an outcome, predicting all potential outcomes as treatment
effects, an entirely different objective from risk prediction.
Metrics. We assess factual prediction performance using
standard classification metrics: Area under the ROC Curve
(AUC) and Area under the Precision-Recall Curve (AUPR).
We evaluate counterfactual prediction performance using
influence function-based precision of estimating heteroge-
neous effects (IF-PEHE) (Alaa and van der Schaar 2019),
which measures the mean squared error between estimated
treatment effects and approximated true treatment effects.
Additional details of this metric are in Appendix C.
Implementation Details. The patient sequence encoder
uses the BERT-base architecture (Devlin et al. 2019). The
PKGs are retrieved with 2-hop bridge nodes, with a maxi-
mum node limit of 200. The downstream data is randomly
split into training, validation, and test sets with percentages
of 90%, 5%, and 5% respectively. All results are reported on
the test sets. More implementation details® including param-
eter tuning and setup are mentioned in Appendix C.

Results
Quantitative Analysis

We quantitatively compare KG-TREAT with state-of-the-art
methods in terms of factual outcome prediction and TEE.
Table 1 presents the results on 4 downstream datasets. Our
key findings include:

* KG-TREAT significantly outperforms the best baseline
method, demonstrating an average improvement of 7% in
AUC, 12% in AUPR, and 9% in IF-PEHE. This validates
the effectiveness of our pre-training approach, which syn-
ergizes patient data with KGs.

* The variant of KG-TREAT without the deep bi-level atten-
tion synergy method, w/o DIVE, shows a drop in perfor-
mance. This highlights the effectiveness of DIVE in mod-
eling the relationships among covariates, treatments, and
outcomes, and in synergizing patient data with KGs.

* Pre-training has a more significant impact on model per-
formance than KGs, as indicated by the greater perfor-
mance decline in the w/o pre-train scenario compared to
the w/o KGs scenario. And w/o pre-train & KGs yields the
worst performance among all the model variants.

3Code: https://github.com/ruoqi-liu/KG-TREAT
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Method \ Rivaroxaban v.s. Aspirin \ Valsartan v.s. Ramipril
| AUCT AUPR?T IF-PEHE | | AUCT AUPR? IF-PEHE |
TARNet 0.746 0.404 0.277 0.743 0.333 0.289
DragonNet 0.761 0.424 0.261 0.742 0.337 0.271
DR-CFR 0.764 0.426 0.259 0.747 0.341 0.276
TNet 0.726 0.401 0.321 0.730 0.322 0.299
SNet 0.761 0.430 0.254 0.747 0.354 0.268
FlexTENet 0.729 0.403 0.301 0.739 0.328 0.285
TransTEE 0.751 0.411 0.272 0.753 0.379 0.264
KG-TREAT 0.828 0.556 0.171 0.858 0.526 0.149
w/o DIVE 0.811 0.522 0.202 0.829 0.495 0.160
w/o KGs 0.805 0.518 0.219 0.813 0.481 0.165
w/o pre-train 0.786 0.488 0.231 0.778 0.373 0.189
w/o pre-train & KGs | 0.769 0.470 0.239 0.749 0.371 0.198
Method \ Ticagrelor v.s. Aspirin \ Apixaban v.s. Warfarin
| AUCT AUPRT IF-PEHE | | AUCT AUPR?T IF-PEHE |
TARNet 0.755 0.460 0.282 0.760 0.515 0.325
DragonNet 0.762 0.464 0.289 0.766 0.534 0.309
DR-CFR 0.764 0.460 0.278 0.769 0.526 0.287
TNet 0.741 0.433 0.311 0.753 0.509 0.330
SNet 0.765 0.465 0.265 0.769 0.527 0.273
FlexTENet 0.750 0.452 0.313 0.756 0.512 0.324
TransTEE 0.770 0.471 0.255 0.803 0.534 0.267
KG-TREAT 0.851 0.609 0.160 0.843 0.639 0.191
w/o DIVE 0.839 0.571 0.176 0.830 0.611 0.210
w/o KGs 0.830 0.552 0.181 0.829 0.605 0.217
w/o pre-train 0.815 0.524 0.200 0.807 0.569 0.241
w/o pre-train & KGs | 0.808 0.497 0.213 0.801 0.550 0.247

Table 1: Comparison with state-of-the-art methods on 4 downstream datasets. DIVE is our proposed deep bi-level attention
method for synergizing patient data with KGs. The results are averaged over 20 random runs.

Target v.s. Compared Estimated Effect P value Model Conclusion RCT Conclusion
Rivaroxaban v.s. Aspirin ~ [-0.010, 0.009] 0.952 No significant difference No significant difference (Anand et al. 2018)
Valsartan v.s. Ramipril [-0.015, 0.007] 0.564 No significant difference No significant difference (Pfeffer et al. 2021)

Ticagrelor v.s. Aspirin [-0.006, 0.021] 0.436 No significant difference No significant difference (Sandner et al. 2020)
Apixaban v.s. Warfarin [-0.006, -0.001] 0.001 A. is more effective than W.  A. is more effective than W. (Granger et al. 2011)

Table 2: Comparison of the estimated treatment effects with corresponding ground truth RCT. The estimated effects are shown
in 95% confidence intervals (CI) under 20 bootstrap runs. The RCT conclusions are obtained from published articles.

Qualitative Analysis significance level & = 0.05 for model conclusion genera-
tion. Table 2 shows that model-generated conclusions align
with their corresponding RCT conclusions, suggesting that
KG-TREAT can be served as an effective computational tool
to emulate RCTs using large-scale patient data and KGs. A
thorough comparison of our method with all the baseline
methods is shown in Appendix Table A7.

Besides the quantitative analysis, we demonstrate the
model’s ability in facilitating randomized controlled trials
(RCTs) by providing an accurate estimation of treatment
effects and generating consistent conclusions. Additionally,
we show that KGs help improve performance by identifying
a more comprehensive set of confounders for adjustment.

Validation with RCT Conclusion. We compare the esti- Attention Visualization. We use case studies to illustrate
mated treatment effects to the corresponding RCT results. how our model identifies potential confounders from patient
First, we compute the average treatment effects as the mean data and KGs for adjusting bias and accurate estimation. We
of the differences between the treated outcomes and con- visualize the model attention weights of each PKG in Fig. 2
trolled outcomes (Herndn 2004). Then, we test the signifi- and observe that KG-TREAT successfully identifies key con-
cance of the estimated effects against zero using a T-test with founders as medical codes with high attention weights from
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Figure 2: Visualization of the graph attention weights for (a) treatment-covariate PKG and (b) outcome-covariate PKG. The
patient is from “Apixaban v.s. Warfarin” dataset. Higher attention weights are denoted as thicker and darker edges in the graph.
The extra 2-hop bridge nodes are in gray color to distinguish them from the initial set of nodes in yellow color.

Method Rivaroxaban v.s. Aspirin | Valsartan v.s. Ramipril | Ticagrelor v.s. Aspirin | Apixaban v.s. Warfarin

AUC 1 IF-PEHE | AUC?T IF-PEHE| | AUCt IF-PEHE| | AUCT IF-PEHE |
Pre-train  MCP only 0.815 0.204 0.840 0.160 0.840 0.169 0.831 0.200
Task LP only 0.791 0.225 0.813 0.174 0.816 0.186 0.812 0.232
Score RotatE 0.825 0.176 0.851 0.152 0.848 0.164 0.838 0.198
Function TransE 0.823 0.177 0.851 0.155 0.846 0.166 0.832 0.203
KG-TREAT | 0.828 0.171 | 0.858 0.149 | 0.851 0.160 | 0.843 0.191

Table 3: Ablation study results of using different pre-train tasks and score functions in link prediction. KG—TREAT adopts both
MCP and LP as pre-training tasks and DistMult as score function.

PKGs. For example, the common medical codes, such as
“Carvedilol”, “Hypertensive disorder”, “Atorvastatin”, are
identified as the potential confounders and also mentioned in
related literature (Stolk et al. 2017; Yusuf et al. 2004). No-
tably, with the help of external knowledge, our model can
recover potential confounders that are not observed in the
patient data. For example, “Hypertensive disorder” is a po-
tentially missing confounding factor added to PKG through
2-hop bridge node searching. This result indicates that solely
relying on the patient data may fail to recognize a more com-
prehensive set of confounders for adjustment.

Ablation Studies

In the above experiments, we find that pre-training plays a
critical role in model performance. Therefore, we focus on
important model choices in pre-training tasks. An additional
ablation study of the influence of downstream data size on
model performance is provided in Appendix Fig. A3.

Pre-training Tasks. We analyze the impact of pre-training
tasks by excluding the LP and MCP tasks. As shown in Ta-
ble 3, unifying both MCP and LP tasks (KG-TREAT) yields
the best performance on 4 downstream datasets. The MCP
task plays a crucial role in pre-training, with its exclusion
leading to larger performance drops (3% of AUC and 4%
of IF-PEHE) than the LP task (1% of AUC and IF-PEHE).
This demonstrates the importance of integrating both tasks
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to jointly learn from both data modalities.

Link Prediction Head Choice. We evaluate various score
functions for the LP task. As shown in Table 3, DistMult,
which is adopted in our model, offers better performance
than other score functions. While, the differences among dif-
ferent functions are not significant, indicating that the pre-
training model on large-scale data is not particularly sensi-
tive to the scoring function selection.

Related Work

Deep learning for TEE. Deep learning has been exten-
sively used for TEE and achieved improved performance
than classical linear methods due to its flexibility of model-
ing non-linearity (Shalit, Johansson, and Sontag 2017; Shi,
Blei, and Veitch 2019; Hassanpour and Greiner 2020; Curth
and van der Schaar 2021a,b). For instance, TARNet (Shalit,
Johansson, and Sontag 2017) employs shared representa-
tions to simultaneously predict two potential outcomes, en-
couraging the similarity between treated and control distri-
butions. SNet (Curth and van der Schaar 2021a) learns dis-
entangled representations for flexible information sharing
among treatment prediction and outcome prediction. Recent
Transformer-based models have been introduced as back-
bones for TEE to help handle various data modalities (e.g.,
graph, text, etc.) (Zhang et al. 2022; Guo et al. 2021). How-
ever, these existing methods are mainly trained on small-
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scale, task-specific labeled data. This may limit model per-
formance due to insufficient learning of the complex rela-
tionships among covariates, treatments, and outcomes.
Knowledge Integration in Healthcare. Various works in
healthcare incorporate biomedical KGs to enrich patient data
(Choi et al. 2017; Ma et al. 2018a,b). Recent works have
shown that personalized KGs (PKGs), constructed by re-
trieving relevant medical features of individual patients from
KG, can encode personalized information and mitigate noise
of the entire KG (Ye et al. 2021; Xu et al. 2023; Yang et al.
2023). However, these approaches often fail to distinguish
among different types of medical codes and encode relation-
ships among covariates, treatments, and outcomes. This can
lead to confounding bias and spurious correlations in TEE.
Additionally, existing methods often integrate patient data
and KGs only in the final prediction, resulting in shallow
combination and inefficient information utilization.
Pre-training in Healthcare. The foundation models have
been successfully applied to various domains including
healthcare and patient data (Huang, Altosaar, and Ranganath
2019; Li et al. 2020; Rasmy et al. 2021). These meth-
ods typically convert a patient’s medical records into a se-
quence of tokens for pre-training, followed by fine-tuning
for healthcare-related downstream tasks such as clinical risk
prediction. However, learning deep, domain-specific repre-
sentations of complex medical features from sparse patient
data can be challenging, even with large-scale data. Further-
more, existing methods often fail to handle complex rela-
tionships among covariates, treatments, and outcomes, po-
tentially leading to biased estimation. To the best of our
knowledge, ours is the first pre-training model by synergiz-
ing both observational patient data and KGs.

Conclusion

In this paper, we propose KG-TREAT, a pre-training and
fine-tuning framework for TEE by synergizing patient data
with KGs. We construct dual-focus personalized KGs that
incorporate key relationships among covariates, treatments,
and outcomes for addressing potential bias in TEE. We pro-
pose a novel synergy method (DIVE) to achieve deep infor-
mation exchange between patient data and PKGs, and en-
courage complex relationship encoding for TEE. We jointly
pre-train the model via two self-supervised tasks and fine-
tune it on downstream TEE datasets. Thorough experi-
ments on real-world patient data show the effectiveness of
KG-TREAT compared to state-of-the-art methods. We fur-
ther demonstrate the estimated treatment effects are well
consistent with corresponding published RCTs.
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