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Abstract

The immense popularity of racket sports has fueled substan-
tial demand in tactical analysis with broadcast videos. How-
ever, existing manual methods require laborious annotation,
and recent attempts leveraging video perception models are
limited to low-level annotations like ball trajectories, over-
looking tactics that necessitate an understanding of stroke
techniques. State-of-the-art action segmentation models also
struggle with technique recognition due to frequent occlu-
sions and motion-induced blurring in racket sports videos. To
address these challenges, We propose ViSTec, a Video-based
Sports Technique recognition model inspired by human cog-
nition that synergizes sparse visual data with rich contextual
insights. Our approach integrates a graph to explicitly model
strategic knowledge in stroke sequences and enhance tech-
nique recognition with contextual inductive bias. A two-stage
action perception model is jointly trained to align with the
contextual knowledge in the graph. Experiments demonstrate
that our method outperforms existing models by a significant
margin. Case studies with experts from the Chinese national
table tennis team validate our model’s capacity to automate
analysis for technical actions and tactical strategies. More de-
tails are available at: https://ViSTec2024.github.io/.

Introduction
Racket sports, including tennis, badminton, and table tennis,
are distinguished by their highly strategic nature, drawing
millions of players and fans to explore in-depth tactical anal-
ysis. A game in racket sports consists of rallies, which are
sequences of strokes executed by players alternately from
both sides. Here, a stroke refers to the action of hitting the
ball with a racket, and each stroke can employ a certain tech-
nique, such as “topspin” and “push.” A tactic is character-
ized by a series of consecutive stroke techniques. In a match,
it is of paramount importance to analyze the interplay of tac-
tics and players’ characteristics in technical actions. Both as-
pects necessitate an understanding of the techniques used in
each stroke. Every year, numerous tournaments are held and
broadcasted, generating a vast amount of video data. There-
fore, modeling broadcast videos on the technique level is a
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promising direction for facilitating and democratizing racket
sports analysis.

Previous methods for racket sports analysis (Wu et al.
2018; Polk et al. 2014; Chu et al. 2022) heavily depend
on fine-grained data and suffer from low scalability due to
the demand of labor-intensive annotation from domain ex-
perts. On the other hand, recent attempts utilize video per-
ception models for automatic annotation, yet are hindered by
the sparsity of visual information in broadcast videos, par-
ticularly challenges such as motion-induced blurring, sub-
tle movement amplitude, and frequent occlusions of wrists
and rackets. Moreover, they concentrate only on low-level
objects and coarse-grained events, such as ball trajecto-
ries (Huang et al. 2019) and stroke timestamps (Voeikov,
Falaleev, and Baikulov 2020). As for techniques, which in-
volves high-level semantics and contextual knowledge, it
cannot be taken as mere actions and state-of-the-art action
segmentation models (Bian et al. 2022) fall short in recog-
nizing racket sports techniques.

In this paper, we aim to recognize and analyze fine-
grained stroke techniques from low-quality broadcast
videos, bridging the gap between professional expertise and
automated analysis. We propose ViSTec, which incorporates
domain knowledge as inductive prior. We select table tennis
as a representative racket sport for our study, considering it
the most challenging for stroke recognition and well-known
for being highly strategic. We collaborated closely with two
senior data analysts from the Chinese national table tennis
team when developing and evaluating our methods.

ViSTec is composed of an action perception module and
a domain knowledge module. The action perception module
operates in a two-stage manner, leveraging visual informa-
tion. It first segments each stroke clip from raw video, and
then classifies the specific stroke techniques, working col-
laboratively with the domain knowledge module to enhance
accuracy. The domain knowledge module models contextual
knowledge, with a focus on technique sequence dependen-
cies. It adopts the form of a graph to explicitly represent
the transition relations between techniques, thus integrating
this relational understanding as prior knowledge. The two
modules are thoughtfully aggregated and jointly trained to
achieve better synergy.

To demonstrate the effectiveness of our framework, we
perform comparative experiments with state-of-the-art ac-

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

8490



tion segmentation models and conduct an ablation study to
examine individual components. Furthermore, we conduct
case studies on the 2022 Table Tennis World Cup to analyze
players’ playing styles and optimal strategies under differ-
ent circumstances. The results demonstrate that our model
exhibits a proficient understanding of stroke techniques, en-
abling automatic tactical analysis.

The contributions of this paper are as follows:

• We address the problem of video-based technique recog-
nition in racket sports, facilitating automatic tactical
analysis.

• We propose a novel framework that leverages both sparse
visual information and contextual domain knowledge for
video understanding, achieving state-of-the-art perfor-
mance in sports technique recognition.

• We conduct experiments and case studies to demonstrate
the usefulness of our model and obtain valuable insights
validated by professional analysts.

Related Work
Sports Action Recognition and Segmentation
Action recognition aims to identify the categories of human
actions in videos. Existing studies (Karpathy et al. 2014;
Tran et al. 2015; Carreira and Zisserman 2017; Wang et al.
2019) propose a series of neural network architectures to
learn action representations from raw video or optical flow.

For example, Carreira and Zisserman (Carreira and Zis-
serman 2017) proposed a two-stream inflated 3D convo-
lutional network architecture as a backbone video model.
However, action recognition focuses on video-level classi-
fication, thereby failing to analyze long videos containing
multiple actions.

Researchers further delve into action segmentation, a task
that involves not only recognizing actions but also localizing
the time intervals they occur. There are several methods to
obtain time segments, such as sliding windows (Kim, Kang,
and Kim 2022), proposal generation (Lin et al. 2018, 2019),
and per-frame labeling (Shou et al. 2017). For sports analy-
sis, datasets are the key. Liu et al. (Liu et al. 2022) proposed
a dataset that covers a series of actions across different sport
types, and evaluated BMN (Lin et al. 2019), DBG (Lin et al.
2020), G-TAD (Xu et al. 2020). Finegym (Shao et al. 2020)
is a comprehensive gymnastic dataset with 530 action types.
P 2A (Bian et al. 2022) proposes a fine-grained table ten-
nis dataset and assesses a series of localization and recogni-
tion models. These datasets open up a research direction of
recognizing complex and dynamic sports actions, but state-
of-the-art methods fail on racket sports scenarios with chal-
lenges such as frequent occlusions and subtle movements.

Racket Sports Data Mining and Analysis
The popularity of racket sports has garnered the interest of
data mining. For tennis analysis, a series of studies analyze
and visualize the scoring outcome (Polk et al. 2014) and
ball trajectories (Polk et al. 2020). Some research attempts
have been devoted to synthesizing or reconstructing player
actions (Zhang et al. 2021, 2023) from broadcast videos.

For badminton, researchers have employed AR/MR tech-
nologies to visualize and analyze 3D shuttle trajectories (Ye
et al. 2021; Chu et al. 2022; Lin et al. 2023). For table ten-
nis, a series of visual analytics systems, such as iTTVis (Wu
et al. 2018) and Tac-Simur (Wang et al. 2020), are devel-
oped to analyze the attributes between consecutive strokes.
Tac-Valuer (Wang et al. 2021a) combines deep learning and
abductive learning (Dai et al. 2019) to incorporate sequence
dependency into the stroke classification. However, these
methods rely on fine-grained attributes that are labeled by
the experts manually. To improve data accessibility, Even-
tAnchor (Deng et al. 2021) combines computer vision mod-
els and human-computer interaction techniques to improve
data annotation efficiency.

To further enable tactical analysis, we develop a method
to recognize high-level stroke techniques from broadcast
videos. The results can be directly used to analyze the player
tactics without additional data annotation, democratizing
large-scale analysis on tactics.

Data Descriptions and Notations
Racket Sports Data
In racket sports, tactical analysts usually focus on fine-
grained stroke techniques. The stroke techniques refer to
specific types of action to wave the racket and hit the ball.
Different stroke techniques result in various ball spins and
moving directions, which consequently affect the ball tra-
jectory to a great extent. Taking table tennis as an example,
strokes can be categorized to eight techniques, such as serve,
topspin, short, and block. Additional attributes can be incor-
porated to provide a more fine-grained classification, such
as forehand and backhand. In tennis, stroke techniques can
also be categorized into eight types (Zhang et al. 2023). In
addition, in racket sports analysis, consecutive three strokes
are usually considered to be a minimal unit for tactics (Wang
et al. 2021b). Professional analysts normally conduct analy-
sis at tactic or stroke level (Wang et al. 2020).

Notations
We first introduce the problem and notations used in
this study. In our scenario, the input is a video V =
{v1, v2, ..., vT }with T frames and the output is the sequence
S = {(s1, t1), (s2, t2), ..., (sN , tN )} with N strokes. The
value si represents the stroke technique and ti is the times-
tamp of the stroke. In table tennis, for example, the si can be
techniques such as topspin, serve, short, block, push, flick or
smash. It is noted that compared to ordinary action segmen-
tation tasks where ti is an interval lasting for frames or sec-
onds, in racket sports the interval of the action is usually am-
biguous. Therefore, researchers represent the stroke action
as an immediate event and only record the moment when
the ball hits the racket as the time of stroke event (Voeikov,
Falaleev, and Baikulov 2020).

ViSTec
In this section, we introduce our two-stage framework for
stroke recognition. The framework is demonstrated in Fig. 1.
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Figure 1: The framework of ViSTec. (A) is the stroke segmentation module. (B) is the cls module, with segmented stroke
features as input and probability distributions for each segment as output, as shown in (C). (D) is the grh module for domain
knowledge modeling. (E) shows the detail of video feature extractor.

Video Feature Modeling

We first model the spatial and temporal features of videos.
Given that stroke is fast-paced and lasts for only several
frames, it is required to extract frame-wise features (Chen
et al. 2022). We employ a transformer-based structure for
frame-wise feature extraction.

Because of the success of vision transformers in the tasks
of video modeling, we select VideoMAE (Tong et al. 2022)
as our backbone. VideoMAE first divides a long video clip
into slices and extracts features slice by slice with a slice
length of 16 frames. However, in our scenario, every frame
counts because of the short durations of table tennis strokes.
Therefore, we use a slice length of 2 frames. A slice is in
the shape of H ×W × 2 (H = 224,W = 224), and each
slice is forwarded into a 3-dimensional convolutional layer
with the filter shape of H/16 ×W/16 × 2 and stride shape
of H/16 ×W/16 × 2. As a result, a slice is converted into
16 × 16 patches of features. Each patch represents the spa-
tial feature of a region in the original slice. All patches of
features are then concatenated together and forwarded into a
transformer-based network. The network can model the rela-
tions between feature patches and construct a spatial feature
of the video slice.

We further model the temporal feature of the whole video

based on the spatial feature of each video slice. After the
spatial modeling, a feature of T/2×196×1280 is obtained.
The feature is average pooled over the patch dimension and
transformed into the shape of T/2×1280. The feature is then
forwarded into a multi-layer transformer encoder to model
the temporal features. Then the temporal features are for-
warded into a fully-connected layer to predict frame-wise
stroke attributes, which are represented as multi-class distri-
butions of size T/2× C.

Stroke Segmentation
With the feature extracted from the backbone model, we per-
form stroke segmentation seg with a fully-connected net-
work, predicting the probability of each timestamp.

seg(V ) = P̂(t1, t2, ..., tT |V ) (1)

, where P̂ is the predicted probability of a stroke given the
video V . Compared to other segmentation models (Lin et al.
2019; Xu et al. 2020) that focus on actions with relatively
longer durations (lasting for seconds or minutes), we model
strokes to be instant events. Therefore, the seg predicts a se-
ries of signals of the stroke probability at each timestamp.
During training, we convert stroke events into a series of
cosine signals, where the peak is the moment of ball hit-
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ting (Voeikov, Falaleev, and Baikulov 2020).

P(ti) =

{
cos (ti−ts)π

σ if |ti − ts| ≤ σ
2

0 otherwise
(2)

where ts is the stroke timestamp which is the closest to the
target timestamp ti. In this study, we use a σ = 8 because
the strokes have an average length of about eight frames.

During training, we evaluate the difference between the
predicted probability P̂ and target probability P using binary
cross entropy lBCE .

lBCE(P̂,P) =
1

T

T∑
i=1

p̂i · pi + (1− p̂i) · (1− pi), (3)

where p̂i = P̂(ti|V ) and pi = P(ti). For a video clip, the
differences of all timestamps are computed and then reduced
with the mean value.

With the results from the stroke segmentation seg module,
we further filter the timestamps with high probabilities as
the stroke segments. To avoid ragged segments, we merge
the strokes between which the temporal distance is smaller
than σ

2 frames. As a result, the predicted stroke timestamps
t̂i(1 ≤ i ≤ N) are intervals.

Stroke Classification with Contextual Knowledge
After segmentation, we further classify the strokes into fine-
grained techniques using a classification module cls and a
graph module grh. The cls is a fully-connected network that
takes the segmented stroke features as input and predicts the
technique types.

ŝi = cls(fi) = P(tec|fi), (4)

where fi is the aggregated features of the stroke ŝi by the
time interval t̂i. The result P(tec|fi) is the distribution of
different techniques.

Predicting stroke techniques solely from visual features
might fail in distinguishing strokes that are visually similar
to each other. Naively selecting the best-predicted technique
for each stroke might result in invalid stroke sequences.

Contextual Knowledge Learning. Considering the intri-
cacies of table tennis stroke techniques, which require con-
textual inference for proper interpretation, we introduce the
grh module, a graph-based data structure to model the con-
textual information of table tennis game videos.

As illustrated in Figure 1, grh represents a directed graph
comprised of several nodes and edges, denoted as

Ggrh = (VT , E), (5)

where the node set is defined as VT = {vtec0 , . . . , vtecm−1},
with each node vteck symbolizing the classification la-
bel teck of a distinct stroke technique. Notably, a des-
ignated “null” node is utilized to represent an empty la-
bel, which serves its purpose when generating sequences,
as the initial label in a sequence. The edge set E =
{e0, ..., em×(m−1)−1} encompasses all possible directed
edges connecting pairs of nodes except edges from all nodes
to “null” node, and for each edge from vtecA to vtecB , there

exists a weight representing the transition from stroke tech-
nique tecA to tecB .

Joint Training of cls and grh. To incorporate contextual
information, our model departs from the approach in Eq. 4,
where aggregated features fi were the sole input. Instead,
we introduce the preceding stroke’s label along with the ag-
gregated features of the current stroke as input. When the
preceding stroke is absent, as in the case of the first stroke,
the label “null” is employed to denote the preceding stroke.

Given the knowledge of the previous stroke’s label, de-
noted as tecp, we leverage this label to locate the corre-
sponding node within grh. Subsequently, by querying the
directed edges emanating from this node, we derive a weight
vector representing transitions from label tecp to next possi-
ble labels. The length of this vector equals the number of dis-
tinct technique labels, with its shape aligning with the output
of the classification model. In the subsequent discourse, we
shall refer to such weight vectors as Wtecp .

We update the parameters of the classification model as
follows. Initially, for the model’s output that hasn’t under-
gone normalization, we conduct min-max normalization to
ensure all values within the vector are confined to the [0, 1]
range. Subsequently, we obtain the transition weight vector
from grh, similarly ensuring that all values within the vector
fall within the [0, 1] range. We then combine the two vectors
with a specific proportion. We compute the cross-entropy
loss and execute backpropagation for parameter updates.

lCE(Pc, P̂c) = −
∑
i

pci · p̂ci (6)

P̂c = Softmax(MinMax(cls(fi)) + αWtecp), (7)

where P̂c and Pc are the predicted and target classification
probability respectively, p̂ci = P̂c(teci|f), pci = Pc(teci),
α is a hyperparameter for the combination.

When updating the weights of the cls module, it is equally
essential to update the weights within the graph (grh). In
ViSTec, these weights are updated with an adaptive stride.
It is noteworthy that at the commencement of training, the
graph is initialized using all known technique sequences
from the training set. This initialization enables the weights
to roughly reflect the transition probabilities between vari-
ous pairs of techniques observed in the training data.

Following a single forward pass through the model, we
obtain cls(fi), allowing us to compute P̂c as indicated in
Eq. 7. This estimation is then used to update the edge
weights Wtecp originating from the node corresponding to
the previous stroke label tecp within grh.

Should P̂c deduce the correct label, i.e., if the label with
the highest confidence in P̂c aligns with the ground truth la-
bel, there is no need to update the edge weights of grh. How-
ever, if discrepancies arise, we adopt the following strategy
for updates. Let the predicted label inferred from P̂c be de-
noted as tecpred, and the ground-truth label as tecgt. Our
objective is to diminish the transition tecp → tecpred within
Wtecp while reinforcing the transition tecp → tecgt.
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Algorithm 1: Updating Wtecp

Input: Weight vector Wtecp , predicted label of current seg-
ment tecpred, and ground-truth label tecgt.

Output: Updated weight vector W ′
tecp .

1: Initialize: W ′
tecp ←Wtecp

2: W ′
tecp [tecpred]← (1− βU(cls(fi)))W

′
tecp [tecpred]

3: W ′
tecp [tecgt]← (1 + βU(cls(fi)))W

′
tecp [tecgt]

4: Normalization: W ′
tecp ←W ′

tecp/max(W ′
tecp)

The hyperparameter β controls the stride of the update.
U(cls(fi)) constitutes a crucial element in the adaptive up-
date stride and effectively incorporates the uncertainty of the
classification confidence of cls concerning input features.
Here, we employ entropy to quantify the uncertainty in the
classification confidence provided by cls. The computation
of U(cls(fi)) is as follows:

U(cls(fi)) = (1− Entropy(Softmax(cls(fi)))

µ
), (8)

where µ represents the maximum entropy of the probability
distribution corresponding to the number of classes in the
classification. It can be precomputed and regarded as a con-
stant in training.

The significance of determining the update stride in this
manner lies in the fact that when cls assigns an incorrect la-
bel with lower uncertainty, it indicates a more serious model
error at that moment. Consequently, there is a greater need
for rectifying the edge weights of grh to assist the over-
all model in making accurate classification. On the other
hand, during the early stages of training, the model’s clas-
sification uncertainty is relatively high. Consequently, the
update stride is smaller, which serves to prevent rapid dis-
ruption of the initial graph weights. This approach enhances
the model’s robustness during the initial training phase.

Inference of ViSTec
As depicted in Figure 1, ViSTec’s inference process contains
two stages. First, using the seg module, we acquire several
time intervals t̂i(1 ≤ i ≤ N) representing different strokes
from the input match video. Centered around each of these
intervals, we extend the respective time spans to form seg-
ments, each spanning no more than 40 frames. When adja-
cent extended intervals overlap, we designate the midpoint
between them as the separator for creating distinct segments.
Through this segmentation, we ensure that every segment
encompasses only a single stroke, each frame belongs to a
solitary segment excluding redundant frames, such as those
capturing player preparation before a serve.

Second, we sequentially iterate each segment and employ
the features of the current segment along with the predicted
label of the previous segment (or a ”null” label if there is no
previous segment) as inputs. By utilizing Eq. 7, we compute
the predictive probability distribution and choose the label
with the highest confidence as the prediction. Upon com-
pleting this inference iteration, we obtain the sequence of
stroke techniques for the given match video.

Experiments
Experiment Dataset
All experiments are performed on a dataset constructed from
broadcast videos of World Table Tennis (WTT) games. We
use table tennis as an experimental scenario because it is the
most challenging racket sport for video analysis consider-
ing the frequent occlusion, minimal movement amplitude,
and blurring caused by the rapid pace. We collected 4000
rally clips segmented from 18 games by recognizing score-
board changes (Deng et al. 2021). Each clip includes a se-
ries of strokes. We labeled the timestamps of each stroke to
train the stroke segmentation module. However, the label-
ing of the stroke techniques requires professional table ten-
nis knowledge and experience. Therefore, we consulted with
professional athletes who have been members of provincial
teams or national reserve teams.

Models F1@{10,25,50} Acc. Edit
C2F-TCN 50.8, 45.3, 32.0 61.1 45.0
ASFormer 75.2, 73.3, 69.7 77.5 73.7
UVAST 75.2, 74.3, 71.3 76.1 74.1
SSTDA 76.0, 73.2, 67.0 76.5 72.5
MS-TCN 76.8, 74.8, 71.1 78.2 73.9
ViSTec w/o grh 76.3, 76.2, 75.3 82.0 74.3
ViSTec w/o U 77.9, 77.7, 77.0 82.2 74.8
ViSTec 79.3, 79.2, 78.5 83.5 76.3

Table 1: Experiment results including ablation studies of the
proposed method and baselines.

Comparative Study
We compare ViSTec with state-of-the-art action segmenta-
tion models. Specifically, we train C2F-TCN (Singhania,
Rahaman, and Yao 2021), ASFormer (Yi, Wen, and Jiang
2021), UVAST (Behrmann et al. 2022), SSTDA (Chen et al.
2020) and MS-TCN (Farha and Gall 2019) on the table ten-
nis dataset. Noted that these models rely on visual features
that are extracted with backbone models, such as I3D (Car-
reira and Zisserman 2017). However, I3D performs pooling
along the temporal dimension, which makes it inappropri-
ate to process the table tennis dataset, where a stroke ac-
tion only lasts for several frames. Therefore, to ensure a fair
comparison, we extract frame-wise features using the same
backbone as ViSTec for the baseline models. Moreover, we
generate frame-wise labels from ground-truth annotations,
which consist of sequences of timestamp-technique pairs.
Centered around each timestamp, we assign corresponding
technique labels to frames within a range of no more than 40
frames. In cases where adjacent intervals overlap, we sepa-
rate them by the midpoint between them. Frames that remain
unassigned labels are considered background frames.

We adopted evaluation metrics commonly employed in
the field of action segmentation (Lea et al. 2017). As il-
lustrated in Table 1, “Acc.” corresponds to the frame-wise
accuracy, “Edit” denotes the segmental edit score, and
“F1@{10, 25, 50}” signifies the segmental F1 score at over-
lapping thresholds of 10%, 25%, and 50%, respectively.
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Benefiting from our two-stage design, we attain notable seg-
mentation results in the first stage, while leveraging domain
knowledge to enhance classification accuracy in the second
stage. Our proposed approach excels across these evaluation
metrics, achieving state-of-the-art results.

Ablation Study
We evaluate the effectiveness of different modules by re-
moving them. Initially, we eliminated the grh module to
investigate its impact on the model’s performance. Specif-
ically, in the second stage, we solely employed the P(tec|fi)
calculated from the output cls(fi) in Eq. 4 to train the clas-
sification model by cross-entropy loss. As indicated in Table
1, the performance metrics of ViSTec without the grh mod-
ule were consistently inferior to those of the complete ViS-
Tec, indicating that the grh module contributes positively to
the model’s performance.

In another experiment, we excluded the uncertainty term
from the grh update stride, which corresponds to the
U(cls(fi)) term defined in Eq. 8. This means the updating
stride of the grh is fixed. As shown in Table 1, the perfor-
mance metrics of ViSTec without the U term were lower
than those of the full ViSTec, yet higher than those of ViSTec
without grh. This observation underlines that introducing
the uncertainty term for dynamically updating the graph’s
weights enhances the model’s performance.

Qualitative Evaluation
Figure 2 presents the segmentation results of a sample,
comparing baseline (UVAST), ViSTec without grh, ViS-
Tec without U , ViSTec, and the ground truth. Notably, our
method yields superior results in terms of segmentation and
classification. First, the start and end points predicted by the
baseline model can not align well with the ground truth. The
baseline model tends to segment labels into equal-length
segments except “Serve”. Differently, our proposed method
detects the stroke event first and then performs the segmen-
tation, thus allowing detecting actions with varying duration.
Second, our method demonstrates commendable classifica-
tion performance as well. The use of uncertainty and the
graph module can effectively introduce domain knowledge
learned from historic data to fix incorrect predictions.

Furthermore, offline tests on a single A100 GPU show
ViSTec achieving an inference speed of 39.3 frames per sec-
ond, which exceeds the typical frame rate of broadcast match
videos, enabling real-time processing.

Evaluation with Case Studies
To validate the effectiveness of ViSTec, we present two case
studies conducted with senior analysts from the Chinese ta-
ble tennis team. The two cases address the most critical and
complex facets of sports analysis that require domain knowl-
edge: technique analysis and tactical analysis. Technique
analysis demands meticulous observation of each technical
action of different players, while tactical analysis necessi-
tates careful attention to temporal correlations across vari-
ous scales. In the first case, we analyze the player’s techni-
cal actions based on visual features extracted from the video,

Figure 2: Illustration of segmentation result for a sample
from our dataset with the ground truth sequence “Serve,
Short, Short, Topspin, Block”.

uncovering the personalized characteristics and correlations.
Second, we perform analysis based on sequences of stroke
techniques obtained by ViSTec from video, identifying tac-
tics with a high scoring rate.

Case 1: Analyzing Personalized Characteristics of
Technical Actions

Players have unique features in their technical actions and
understanding the relation among technical actions is key to
comprehending a player’s characteristics. The conventional
approach necessitates domain experts to review long videos
and summarize various techniques manually. However, with
the visual features extracted by our model, this process can
now be accomplished automatically, streamlining the analy-
sis and reducing reliance on manual expertise.

After extracting features for each stroke from broadcast
video with ViSTec, we employ t-SNE for dimensionality
reduction, projecting them onto a two-dimensional plane
shown in a scatter plot in Figure 3 (A). Notably, the stroke
features form clusters based on technique categories, imply-
ing that ViSTec has good observation on technical detail and
context. This is especially impressive considering mere ac-
tions are often not informative enough to classify owing to
occlusion and limited movement amplitude, making contex-
tual details such as ball trajectory necessary.

As shown in Figure 3 (B), for Japanese players, tech-
nique “Block” and “Topspin” exhibits striking analogy, as
do “Push” and “Short”. These similarities within deep vi-
sual features “reveal the high consistency and deceptive na-
ture of their certain techniques,” noted by the experts. This
observation furnishes valuable insights, allowing opponents
to enhance their preparation and anticipation of the players’
moves in specific techniques, a critical factor in the fast-
paced world of racket sports. Similar analysis can be trans-
ferred to other players in real time, enabling the understand-
ing of the unique characteristics of their opponent’s actions.

Case 2: Discovering Optimal Tactical Choices
In racket sports, tactics hold paramount importance and

are often meticulously selected, taking into account the op-
ponents’ characteristics, the current status of the game, and
the individual’s strengths. A tactic in table tennis refers to
the techniques employed in consecutive strokes. Analyzing
these tactics presents a complex challenge, given the degree
of freedom in the temporal dimension and the multitude of
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Figure 3: Case 1: (A) displays visual features of the strokes
from two Japanese players with t-SNE. (B) highlights tech-
niques that share noticeable similarities. (C) shows the tech-
nique actions highlighted in (B).

possibilities. Traditionally, this analysis has required domain
experts to identify and analyze the techniques used in each
round, a task that can be demanding and time-consuming.
Our proposed model, however, represents a significant ad-
vancement in this domain, capable of accurately recogniz-
ing sequences of techniques directly from raw video data,
thereby unlocking new potentials in tactical analysis. We
take 18 match videos from WTT to analyze tactical patterns
of high scoring rate.

We begin by extracting sequences of stroke techniques
from match videos using our model, subsequently conduct-
ing an analysis to discern the correlation between tactics and
scoring rates in sets of three consecutive strokes. As demon-
strated in Figure 4(B), the sequence “Serve Short Topspin”
exhibits the highest scoring rate. This suggests that when
serving on our side and the subsequent opponent’s stroke in-
volves a “Short” technique, the optimal choice in terms of
scoring rate is to respond with a “Topspin” stroke in the
next play. Moving on to Figure 4(C), it becomes evident
that following two strokes of the “Serve” and “Short” tech-
niques, persisting with another “Short” stroke or respond-
ing with “Others” leads to a sudden drop in scoring rate

to around 0.43. This underscores that taking the initiative
early in the game and launching an offensive increases our
likelihood of winning. This observation is corroborated in
other sequences with high scoring rate, where, in the major-
ity of these sequences, the athlete who wins initiates offen-
sive techniques earlier than his opponents. The discovered
insights were confirmed by professional analysts collaborat-
ing with the Chinese national table tennis team.

Figure 4: Case 2: (A) shows the structure of a table ten-
nis tactic, consisting of consecutive three strokes. (B) il-
lustrates the scoring rate of consecutive three strokes. (C)
illustrates the scoring rate using different techniques after
“Serve, Short”.

Such analysis can be further applied to specific phases
of a match and individual opponents, enabling the discov-
ery of optimal tactical choices for each segment of the game
against a particular player. This refined approach offers tan-
gible benefits to both players and coaches in their tactical
preparation, fostering a more nuanced understanding of the
game’s dynamics and enhancing competitive edge.

Conclusion
In this work, we propose a model, ViSTec, to recognize and
analyze stroke techniques in racket sports videos, facilitat-
ing automated tactical analysis. The fundamental insight lies
in integrating sparse visual information with contextual do-
main knowledge to enhance high-level video understanding.
The efficacy of the proposed model is substantiated through
a series of comparative experiments, ablation studies, and
two case studies validated by analysts from the Chinese na-
tional table tennis team.

In the future, we envision extending this work further in
two aspects. First, we plan to incorporate more nuanced con-
text into the domain knowledge module, such as ball place-
ment and player position. This enhancement aims to uncover
optimal tactics tailored to specific contexts, adding another
layer of sophistication to our analysis. Second, we intend
to utilize the current technique-transition graph to unearth
personalized tactical features, a step that promises to further
enrich our discovery of insightful patterns.
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