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Abstract

Although there has been significant progress in category-level
object pose estimation in recent years, there is still consid-
erable room for improvement. In this paper, we propose a
novel transformer-based category-level 6D pose estimation
method called CatFormer to enhance the accuracy pose es-
timation. CatFormer comprises three main parts: a coarse de-
formation part, a fine deformation part, and a recurrent re-
finement part. In the coarse and fine deformation sections,
we introduce a transformer-based deformation module that
performs point cloud deformation and completion in the fea-
ture space. Additionally, after each deformation, we incorpo-
rate a transformer-based graph module to adjust fused fea-
tures and establish geometric and topological relationships
between points based on these features. Furthermore, we
present an end-to-end recurrent refinement module that en-
ables the prior point cloud to deform multiple times according
to real scene features. We evaluate CatFormer’s performance
by training and testing it on CAMERA25 and REAL275
datasets. Experimental results demonstrate that CatFormer
surpasses state-of-the-art methods. Moreover, we extend the
usage of CatFormer to instance-level object pose estimation
on the LINEMOD dataset, as well as object pose estima-
tion in real-world scenarios. The experimental results vali-
date the effectiveness and generalization capabilities of Cat-
Former. Our code and the supplemental materials are avali-
able at https://github.com/BIT-robot-group/CatFormer.

1 Introduction
6D object pose estimation is a crucial task in computer vi-
sion, with applications ranging from robotic grasping (Trem-
blay et al. 2018; Wang et al. 2019a) to 3D scene understand-
ing (Chen et al. 2019) and augmented reality (Su et al. 2019).
While previous methods have primarily focused on instance-
level pose estimation, such as (Xiang et al. 2018; Kehl et al.
2017; Peng et al. 2019; He et al. 2020; Lin et al. 2022b;
Rad and Lepetit 2017), these approaches heavily rely on the
availability of a 3D model for accurate estimation. Conse-
quently, when faced with an unknown object, it becomes
challenging to accurately estimate its 6D pose, which sig-
nificantly affects pose estimation in real-world scenes.
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Figure 1: CateFormer mainly consists of three parts: coarse
deformation, fine deformation, and recurrent refinement.
The coarse deformation part is used to coarse deform and
complement the point cloud. The fine deformation part is
used to fine deform the prior point cloud. The recurrent re-
finement is used to recurrent refine the point cloud from the
fine deformation part.

To solve this problem, researchers propose several model-
independent methods for category-level object 6D pose esti-
mation (Wang et al. 2019b; Tian, Ang, and Lee 2020; Chen
et al. 2021, 2020a; Di et al. 2022; Lin et al. 2022a). Esti-
mating the pose at the category level is more challenging
than instance-level methods due to the lack of 3D models
for objects. Some approaches, like (Wang et al. 2019b; Chen
and Dou 2021), address this issue by introducing a “Normal-
ized Object Coordinate Space” (NOCS) where they predict
the 3D model of the object. Additionally, most methods rely
on point clouds to capture the object’s geometric structure.
Recognizing the similarity in geometry among objects in the
same category, certain methods, such as (Tian, Ang, and Lee
2020; Chen and Dou 2021; Lin et al. 2022a), utilize an aver-
age point cloud as prior knowledge, enabling rough estima-
tion of the geometric information in the scene.

However, investigating how to handle intra-class object
variety and accurately model objects based on prior point
clouds is an important problem. Firstly, in real scenes, the
camera’s view can be disrupted, resulting in fragmented
point cloud information. The key challenge is how to com-
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plete the point cloud with limited data. Additionally, de-
forming the prior point cloud appropriately to accurately fit
the object in the scene is another crucial consideration. Fur-
thermore, a single deformation may not suffice to accurately
represent the object structure, necessitating multiple defor-
mations. However, certain methods, like (Tian, Ang, and Lee
2020; Chen and Dou 2021; Chen et al. 2020a), have over-
looked these issues. They directly input RGB images with
point cloud information and combine features for pose es-
timation, leading to inaccurate predictions. Although some
methods try to use feature fusion for improved pose estima-
tion, a gap remains compared to the actual poses.

We introduce CatFormer, a transformer-based method
for category-level 6D object pose estimation, aiming to
address these challenges. Currently, there is a scarcity of
transformer-based methods for category-level pose estima-
tion, such as (Zou et al. 2022; Liu et al. 2023). Our proposed
method leverages transformers and achieves SOTA perfor-
mance on benchmark datasets.

As depicted in Figure 1, CatFormer comprises three main
components: the coarse deformation part, the fine deforma-
tion part, and the recurrent refinement part. In the coarse and
fine deformation parts, we introduce a transformer-based
deformation module to deform and complement the point
cloud, enabling a better fit with the target object in the scene.
Additionally, we propose a transformer-based graph module
to refine and adjust fused features, learning geometric rela-
tionships and topological information within the point cloud
for improved understanding of the object’s 3D structure.
Furthermore, we propose an end-to-end multi-stage refine-
ment method that utilizes RGB image and scene point cloud
fusion features to guide multiple deformations of the fine de-
formed prior point cloud, resulting in a significantly better
fit with the target object in the scene. Our proposed method
demonstrates notable improvements over SOTA methods on
the dataset, surpassing some existing SOTA methods by
more than 10% in certain evaluation metrics. We have also
successfully applied CatFormer to instance-level pose esti-
mation and real object pose estimation.

In summary, the main contributions of this paper are sum-
marized as follows:
• We propose a novel transformer-based deformation mod-

ule to perform coarse deformation on the scene point
cloud and fine deformation on the prior point cloud.
• A transformer-based graph module is proposed to help

networks adjust fused features and construct geomet-
ric and topological relationships between points in point
cloud features.
• We propose an end-to-end recurrent refinement module

that guides the prior point cloud to perform multiple it-
erations of refinement based on the guide of the fusion
features of RGB images and point cloud, so that the prior
point cloud can largely fit the target object.

2 Related Works
2.1 Instance-Level 6D Object Pose Estimation
Recently, there has been extensive research on deep
learning-based methods for instance-level 6D object pose

estimation. These methods can be categorized into two
groups: direct regression and keypoints correspondence. Di-
rect regression methods, such as (Xiang et al. 2018; Kehl
et al. 2017; Labbé et al. 2020; Li et al. 2018; Manhardt
et al. 2019, 2018; Wang et al. 2019a), take RGB or RGB-
D images as input and directly predict the 6D pose based
on extracted features. While these methods are generally
time-efficient, they may lack accuracy in certain cases.
To address this, researchers propose keypoints correspon-
dence methods, including (Li, Wang, and Ji 2019; Zakharov,
Shugurov, and Ilic 2019; Park, Patten, and Vincze 2019;
Peng et al. 2019). These methods predict predefined object
coordinates or 2D keypoints and calculate the 6D pose using
the Perspective-n-Point (PnP) algorithm (Lepetit, Moreno-
Noguer, and Fua 2009) based on the correspondence be-
tween 2D and 3D points. Some approaches also utilize key-
point voting for 6D pose prediction, such as (He et al. 2020,
2021). However, the non-differentiable nature of PnP makes
it challenging to apply this two-stage pipeline in tasks that
require differentiable poses. Consequently, alternative tech-
niques have been explored to learn the PnP step, such as (Di
et al. 2021; Hu et al. 2020; Wang et al. 2021).

2.2 Category-Level 6D Object Pose Estimation
To address the limitations of instance-level methods, re-
searchers have explored novel approaches that reduce re-
liance on 3D models. Category-level 6D object pose estima-
tion methods have emerged in recent years, including (Wang
et al. 2019b; Tian, Ang, and Lee 2020; Chen et al. 2021;
Chen and Dou 2021; Lin et al. 2021; Chen et al. 2020a; Di
et al. 2022; Lin et al. 2022a; You et al. 2022). In (Wang
et al. 2019b), Wang et al. propose NOCS, a method that
projects all objects into the same coordinate space and em-
ploys Umeyama’s algorithm (Umeyama 1991) to calculate
the 6D object pose. However, since objects within the same
category can have distinct shapes, it is challenging to capture
the shape variations between each object. To overcome this
challenge, some methods introduce shape priors to mitigate
the influence of shape variations (Tian, Ang, and Lee 2020;
Chen and Dou 2021; Wang, Chen, and Dou 2021; Zou et al.
2022). For example, in (Tian, Ang, and Lee 2020), Tian et al.
incorporate a prior point cloud during training and connect
the features from the scene point cloud and RGB images.
They then predict the NOCS coordinates of the target ob-
ject and calculate its pose. In (Chen and Dou 2021), Chen et
al. propose SGPA, which introduces a feature fusion module
based on vision transformers (Vaswani et al. 2017) to merge
the features from RGB images and point clouds. Some meth-
ods aim to directly predict the rotation, translation, and size
of the object based on extracted features, as demonstrated in
(Lin et al. 2021; Chen et al. 2021; Di et al. 2022).

Many methods try to deform the shape prior to fit the
target object, such as (Tian, Ang, and Lee 2020; Lin et al.
2022a; Chen and Dou 2021; Wang, Chen, and Dou 2021;
Zhang et al. 2022). Some of these methods leverage fused
features to deform the shape prior, such as (Tian, Ang, and
Lee 2020; Chen and Dou 2021; Wang, Chen, and Dou 2021).
Others attempt to share the weights of the network during
the feature extraction process for both the point cloud and
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Figure 2: An overview of CatFormer for category-level 6D object pose estimation. We initially employ Mask-RCNN to predict
the mask and category of the target object. CatFormer takes the object point cloud Po, RGB image I , and prior point cloud Pr as
inputs. Firstly, we utilize the coarse deformation module with the graph module to deform and complement Po. Subsequently,
employing the fine deformation module with the graph module and Pr generates relatively accurate point cloud features for
the object. Ultimately, a recurrent refinement module is used to enhance the point cloud features, resulting in the final NOCS
model of the object. Based on the predicted NOCS model, we generate the 6D pose of the object.

the shape prior, such as (Lin et al. 2022a; Zhang et al. 2022).
However, in this paper, we propose a novel approach that
differs from these methods. Instead of adopting the afore-
mentioned ideas, our method utilizes a constructed feature
graph and repetitive refinement to deform the shape prior.

3 Method
3.1 Pipeline Overview
The pipeline of CatFormer is provided in Figure 1. Initially,
the input consists of the RGB image Io ∈ RH×W×3 and
the point cloud Po ∈ RNo×3 of the target object. PSPNet
(Zhao et al. 2017) is employed to extract features from the
RGB image, resulting in Frgb ∈ RNo×d. Simultaneously,
PointNet++ (Qi et al. 2017) is used to extract features from
the point cloud, yielding Fo ∈ RNo×d. Next, the deforma-
tion module is utilized to complement and deform the point
cloud. Additionally, PointNet++ is applied to extract fea-
tures from the prior point cloud Pr ∈ RNr×3, generating
Fr ∈ RNr×d. The fused feature from Frgb and Fo is then
employed to deform Pr within the fine deformation module.
To capture geometrical information about the object and ad-
just the fused feature, a graph module establishes the graph
feature after each point cloud deformation process. Finally,
the recurrent refinement module is leveraged to further re-
fine the prior point cloud.

3.2 Deformation Module
We propose a transformer-based deformation module con-
sisting of self-attention (SA) and cross-attention (CA) mod-

ules to deform and complete the shape of the point cloud.
The coarse deformation process applies coarse deformation
to the scene point cloud, while the fine deformation process
deforms the prior point cloud using the fused feature. This
deformation process completes and deforms the point cloud
shape in the feature space, resulting in feature maps of the
deformed point cloud.

We begin by applying three MLP layers to Frgb and Fo,
generating the query, key, and value inputs for the SA mod-
ule. which can be calculated by

F∗ = SA(F∗) (1)

where ∗ ∈ {rgb, o} indicates the parameters of RGB and
point cloud, respectively.

Next, we utilize another SA module based on Frgb and
Fo to perform further feature extraction using a similar op-
eration. The resulting feature maps for the RGB images and
point cloud are denoted as Frgb ∈ RNo×C and Fo ∈ RNo×C,
respectively.

Then, we compute the query, key, and value inputs for the
cross-attention (CA) module based on the extracted features
Frgb and Fo. The objective of the CA model is to combine
Fo and Frgb, resulting in the deformation offsets features Oo

and Orgb. The fusion is computed as

Oi = softmax

(
qci × (kcj)

T

√
dk

)
vcj (2)

where i, j ∈ {rgb, o} and i 6= j.
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Finally, we adjust the feature maps by adding the defor-
mation offsets, which can be calculated as F∗ = F∗ + O∗,
where ∗ ∈ {rgb, o}.

Once we have adjusted Frgb and Fo, we concatenate them
along the channel dimension, resulting in instance local-
wise features denoted as Fins

local ∈ RNo×C. Subsequently, we
employ an MLP layer to generate the instance global-wise
features represented by Fins

global ∈ RNo×C.
Both the coarse deformation and fine deformation mod-

ules function in a similar manner, as they deform objects by
predicting the deformation offset in the feature space. For
more detailed information about the fine deformation mod-
ule, please refer to the supplementary material.

3.3 Graph Module
In order to establish a graph relationship between the fused
features of RGB images and point clouds, we introduce
a graph module inspired by ideas from graph convolution
(Kipf and Welling 2017). This graph module incorporates a
transformer structure, which is illustrated in Figure 3.
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Figure 3: The structure of the graph module.

Using the fused feature F ∈ RB×N×D as input, we
generate the query, key, and value, which indicate by q ∈
RB×N×Dq , k ∈ RB×N×Dk , and v ∈ RB×N×Dv respec-
tively, where B represents the batch size, and D∗, ∗ ∈
{q, k, v} indicates the feature dimension.

Next, we normalize the q and v tensors, and apply the
softmax function to the k tensor.

To generate multiple graph features, we first divide q into
several heads, resulting in q ∈ RB×N×H×(Dq/H), where H
denotes the number of heads. We set Dq/H = Dk = Dv

and utilize the Einstein summation convention (einsum) for
performing matrix multiplication in the transformer.

Then, we follow the calculation process of the transformer
and calculate the attention map, which can be got by attn =
k ⊗ v, where ⊗ indicates the einsum, attn ∈ RB×Dk×Dv

indicates the attention map.
Next, we generate the adjusted features with the attention

map:
Fattn = q ⊗ attn (3)

where Fattn ∈ RB×N×H×Dv indicates the adjusted feature
map.

Then, we generate multi-graph features on the value
branch. First, we create a random graph adjacency matrix
A to establish a graph G, which can be computed by

G = v ⊗A (4)

where A ∈ RDv×Dv×Dk , G ∈ RB×N×Dk×Dv .
To establish a graph on itself, we add a self-loop to the v

tensor by v = v + I , where I represents the identity matrix.
We reshape v into RB×N×Dv×Dv and add it to the graph

G. Using G, we establish the relationship between v and q
by

FG = q ⊗G (5)
where FG ∈ RB×N×H×Dv indicates the graph features.

Finally, we add the FG and Fattn tensors together to ob-
tain Ff . Then, we can get the final graph feature Ffin by
Ffin = MLP (Ff ) + F, where MLP indicates MLP lay-
ers.

Due to space limits, we have added more details and mo-
tivation of graph module into the supplementary material.

3.4 Recurrent Refinement Module
In this part, we deform the prior point cloud Pr by Fins

global

and Fcat
global in the feature space. We predict the deformation

offset O and the point cloud transformation matrix T . We
use O to adjust and deform the shape of Pr, while T gener-
ates the NOCS model from the deformed point cloud.

The initial transform matrix and deformation offset for
objects are T0 ∈ RNo×(Nr×c) and O0 ∈ RNr×(c×3). Here,
c represents the number of object categories.

For a specific object k ∈ c, the corresponding deformed
point cloud is Pr. The initial point cloud transformation
matrix and deformation offset are T

(k)
0 ∈ RNo×Nr and

O
(k)
0 ∈ RNr×3.
We perform the first deformation on Pr with the initial

deformation offset,P (1)
r = Pr+O

(k)
0 , whereP (1)

r represents
the deformed prior point cloud.

Then, we update the category local-wise and global-wise
features based on the P (1)

r that is

Fcat
local(1) =MLP (P (1)

r ),Fcat
global(1) = AV E(Fcat

local) (6)

where AV E indicates average global pooling layer.
After that, we use Fcat

global(1) with previous features to fur-
ther update the offset and transformation matrix:

O1 =MLP ( c©(Fcat
global(1),F

cat
global(0))) (7)

T1 =MLP ( c©(Fcat
global(1),F

ins
global(0))) (8)

where c©(∗, ∗) indicates concatenation, Fcat
global(0) = Fcat

global

and Fins
global(0) = Fins

global.
Then we update the deformation offset and transformation

matrix: O1 ← O1 + O0, T1 ← T1 × T0. By repeatedly
performing such a process, we can deform the prior point
cloud several times, which can be expressed as

Oi+1 =MLP ( c©(Fcat
global(i+1),F

cat
global(0))) (9)

Oi+1 ← Oi+1 +Oi (10)

Ti+1 =MLP ( c©(Fcat
global(i+1),F

ins
global(i))) (11)

Ti+1 ← Ti+1 × Ti (12)

Due to space limits, we also provide the pseudocode of
this algorithm in the supplementary material.
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3.5 Loss Function
We can transform the instance object into the NOCS space
using the final prediction of deformation offset O and point
cloud transformation matrix T . The resulting equation is ex-
pressed as PNOCS = softmax(T )× (Pr +O).

Correspondence Loss Based on PNOCS , we can trans-
form the object into NOCS space, we use the smooth L1 loss
to calculate the correspondence loss

Lcorr = S(PNOCS , Pgt)

where S indicates smooth L1 loss, Pgt is the ground truth.
Reconstruction Loss To evaluate the performance of de-

formation of the network, following the ideas in (Tian, Ang,
and Lee 2020), we use the Chamfer distance to penalize the
deformation

Lr(M,Mgt) =
∑
i∈Mi

min
j∈Mj

gt

||i− j||22 +
∑

j∈Mj
gt

min
i∈Mi

||i− j||22

whereM = Pr+O is the prediction of the object 3D model,
Mgt is the ground truth 3D model.

Distribution Loss Following (Tian, Ang, and Lee 2020),
We also try to encourage T to be a peaked distribution by
minimizing the average cross-entropy loss, which can be
calculated by

Ldis =
1

No

∑
i

∑
j

(−softmax(Ti,j) log(softmax(Ti,j)))

Deformation Loss To avoid overfitting and large defor-
mations, we also use the O with L2 regularization to realize
it, Ldef = 1

No

∑
i∈O ||i||2

Total Loss The total loss of the CatFormer is the sum of
the four losses

L =
n∑

k=0

λcorrLcorr + λrLr + λdisLdis + λdefLdef

where λ∗ is the weight of the loss function, n is the number
of the object in the scene.

4 Experiments
4.1 Datasets
The benchmark datasets for category-level object pose esti-
mation are the REAL275 dataset and CAMERA25 dataset,
proposed in (Wang et al. 2019b). The CAMERA25 dataset
consists of 300K images, with 25K images used for evalua-
tion. It is generated by rendering synthetic objects into real
scenes. On the other hand, the REAL275 dataset contains
4300 real-world training images from 7 scenes, and 2750
real-world evaluation images from 6 scenes. Both datasets
include 6 different categories of objects: bottle, bowl, cam-
era, can, laptop, and mug. For instance-level 6D pose esti-
mation, the LINEMOD dataset (Hinterstoisser et al. 2011)
serves as the benchmark. It comprises 13 different objects
randomly placed in real scenes.

4.2 Training Details
All experiments are conducted on a single NVIDIA GeForce
RTX 3090 GPU with 24 GB memory, running Ubuntu 18.04
as the operating system. PyTorch 1.8.1 is utilized as the
deep learning framework, and CUDA 11.1 is employed for
accelerated training. The network is trained with a batch
size of 16 for 60 epochs. The initial learning rate is set to
1 × 10−4, gradually decreasing to 1 × 10−6. We also set
λcorr = λr = λdef = 1 in this paper.

4.3 Preprocessing
To process the dataset, we follow the procedures outlined in
(Tian, Ang, and Lee 2020). We employ an instance segmen-
tation network, such as Mask-RCNN (He et al. 2017), for
object detection and segmentation. For each segmented in-
stance, we crop the object and resize the image to 192×192
pixels. Using the RGB-D images and the camera’s intrinsic
matrix, we generate a point cloud of the scene. From this
point cloud, we randomly select 1024 points for each ob-
ject. The cropped images and selected points are then used
as inputs for CatFormer.

4.4 Evaluation Metrics
We evaluate the performance of CatFormer using widely
used evaluation metrics (Wang et al. 2019b; Tian, Ang,
and Lee 2020; Lin et al. 2021; Di et al. 2022; Lin et al.
2022a). For rotation and translation evaluation, we utilize
3D Intersection-Over-Union (IoU) with thresholds of 0.25,
0.5, and 0.75. Additionally, we employ 5◦2cm, 5◦5cm,
10◦2cm, and 10◦5cm to directly assess rotation and trans-
lation accuracy. If the errors fall within the thresholds, the
predictions are deemed correct. Based on these evaluation
metrics, we will use overall mAP to assess the performance
of CatFormer compared to other SOTA methods.

4.5 Comparison with State-of-the-Art Methods
We present the quantitative results of CatFormer compared
to recent state-of-the-art methods on the CAMERA25 and
REAL275 datasets in Table 1.

CatFormer exhibits slightly superior performance to
SOTA methods on the CAMERA25 dataset. This can be at-
tributed to the accurate depth images generated in a simu-
lated real scene, unaffected by environmental factors. Con-
sequently, point cloud completion has not provided signif-
icant enhancements in pose estimation. However, on the
REAL275 dataset, where all images are captured in the real
world, the depth images can be influenced by object reflec-
tions or lighting conditions, resulting in incomplete informa-
tion and imperfect point clouds. In such cases, transformer-
based point cloud completion and deformation have demon-
strated their effectiveness. Notably, for the IoU50 metric,
CatFormer outperforms SOTA HS-Pose (Zheng et al. 2023)
with a score of 83.1 compared to 82.1. Specifically, in the
most challenging 5◦2cmmetric, CatFormer achieves a score
of 47.7, surpassing the previous SOTA method HS-Pose
at 46.5, indicating higher accuracy. Additionally, for the
10◦2cmmetric, CatFormer also demonstrates improved per-
formance with a score of 69.0 compared to HS-Pose’s 68.6.
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Method CAMERA25 REAL275
IoU50 IoU75 5

◦2cm5◦5cm10◦2cm10◦5cmIoU25 IoU50 IoU75 5
◦2cm5◦5cm10◦2cm10◦5cm

NOCS(Wang et al. 2019b)(R) 83.9 69.5 32.3 40.9 48.2 64.6 84.9 78.0 30.1 7.2 9.5 13.8 25.2
SPD(Tian, Ang, and Lee 2020)(R) 93.2 83.1 54.3 59.0 73.3 81.5 83.0 77.3 53.2 19.2 21.4 43.2 54.1

SGPA(Chen and Dou 2021)(R) 93.2 88.1 70.7 74.5 82.7 88.4 - 80.1 61.9 35.9 39.6 61.3 70.7
CR-Net(Wang, Chen, and Dou 2021)(R) 93.8 88.0 72.0 76.4 81.0 87.7 79.3 55.9 27.8 34.3 47.2 60.8

FS-Net∗(Chen et al. 2021)(D) - - - - - - 84.0 81.1 63.5 19.9 33.9 - 69.1
DualPoseNet(Lin et al. 2021)(R) 92.4 86.4 64.7 70.7 77.2 84.7 - 79.8 62.2 29.3 35.9 50.0 66.8

SAR-Net(Lin et al. 2022a)(D) 86.8 79.0 66.7 70.9 75.3 80.3 - 79.3 62.4 31.6 42.3 50.3 68.3
GPV-Pose(Di et al. 2022)(D) 93.4 88.3 72.1 79.1 - 89.0 84.2 83.0 64.4 32.0 42.9 - 73.3

HS-Pose(Zheng et al. 2023)(D) 93.3 89.4 73.3 80.5 80.4 89.4 84.2 82.1 74.7 46.5 55.2 68.6 82.7
SPD+GM 93.6 87.9 61.4 66.3 78.0 85.4 83.6 80.5 59.5 20.4 24.4 47.7 58.7

CR-Net+GM 93.9 88.8 72.8 76.0 82.4 88.3 83.2 79.8 64.5 32.9 37.5 53.1 63.4
SGPA+GM 93.5 86.1 73.8 77.7 83.9 89.0 84.0 81.3 65.3 36.5 40.6 62.9 71.1

Ours(R) 93.5 89.9 74.9 79.8 85.3 90.2 84.3 83.1 73.8 47.7 53.7 69.0 79.5

Table 1: Comparison with state-of-the-art methods on CAMERA25 dataset and REAL275 dataset. GM indicates the graph
module. R and D indicates RGB-D-based and depth-based methods respectively. ∗We use the results provided by the GPV-Pose
(Di et al. 2022) and HS-Pose (Zheng et al. 2023).

Since CatFormer is a RGB-D-based method, we comapre
it to the other RGB-D-based methods. Figure 4 shows the
qualitative analysis of CatFormer and the state-of-the-art
RGB-D based method SGPA on the REAL275 dataset. In
comparison to SGPA, CatFormer exhibits higher accuracy
in pose estimation. We provide more comprehensive details
of the comparison experiments and object pose estimation in
the the supplementary material.

SG
PA

C
at

Fo
rm

er

Figure 4: Qualitative results of SGPA and CatFormer. The
bounding box in green line is the ground truth, and the red
line is the prediction.

In this paper, we propose an innovative transformer-based
graph module. By incorporating the graph module into Cat-
Former, we observe a significant improvement in perfor-
mance, highlighting its effectiveness. To further validate the
efficacy of the graph module, we also apply it to other RGB-
D-based methods such as SPD, CR-Net, SGPA. The experi-
mental results are presented in Table 1. The experimental re-
sults demonstrate that incorporating the graph module into
the network leads to improved performance. For instance,
when we apply the graph module after RGB-D future fusion
in SPD, the 5◦2cm metric shows a significant enhancement
from 54.3 to 61.4, indicating a substantial improvement.

4.6 Ablation Studies
The REAL275 dataset, being more challenging than the
CAMERA25 dataset, provides a better evaluation of the

network’s performance. Therefore, we primarily utilize the
REAL275 dataset for conducting ablation studies. These
studies focus on evaluating the proposed module, the num-
ber of refinement iterations, and the loss terms.

Module: We begin by conducting ablation studies on the
proposed module, with the corresponding experimental re-
sults presented in Table 2(A). Firstly, when the graph mod-
ule is removed, CatFormer’s performance decreases, indi-
cating the effectiveness of the graph module in establishing
connections between different features. However, removing
either the coarse deformation or fine deformation module
causes a more significant drop in CatFormer’s performance,
highlighting the effectiveness of point cloud deformation
and completion.

Repeat Times: In addition, we assess the efficacy of the
recurrent refinement module by refining the initial point
cloud multiple times. Specifically, we conduct refinements
1, 3, 4, 5, 6, and 7 times in this study, with the corresponding
experimental results presented in Table 2(B). As the num-
ber of refinement iterations increases, there is a gradual im-
provement in the network’s performance, reaching its peak
at five iterations. However, further increasing the number of
iterations leads to a decline in the network’s performance.

Loss Terms: Given the necessity of predicting the NOCS
model of the object, the Lcorr term plays a crucial role. The
experimental results are summarized in Table 2(C). It is evi-
dent from the results that relying solely on Lcorr yields poor
network performance. However, when Lcorr is combined
with Ldis, CatFormer demonstrates relatively improved per-
formance.

Additionally, removing Ldis results in a significant de-
crease in network performance. Each row in matrix T can
be considered as a relaxed one-hot vector, allowing a point
in the NOCS space to be transformed by up to three points in
the point cloud. We aim for T to have a peaked distribution,
focusing on high-confidence transformations. This concen-
tration of confidence enhances the accuracy of the predicted
NOCS model.

Lastly, we utilize Ldef to mitigate excessive deformation
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Group Module Repeat Times Loss Terms REAL275
CD FD GM Lcorr Lr Ldis Ldef IoU50 IoU75 5◦2cm 5◦5cm 10◦2cm 10◦5cm

(A)

X 3 X X X X 79.0 54.1 32.5 35.9 60.1 69.8
X 3 X X X X 81.2 65.9 38.9 42.7 62.9 72.9

X 3 X X X X 80.0 51.7 29.8 33.4 59.6 69.7
X X 3 X X X X 79.8 67.7 37.7 42.5 63.9 74.0

X X 3 X X X X 81.7 66.2 40.3 44.3 64.5 74.6
X X 3 X X X X 80.9 56.0 34.9 38.5 61.1 71.9

(B)

X X X 1 X X X X 82.5 68.0 43.0 47.6 65.7 76.0
X X X 3 X X X X 82.6 69.5 44.5 47.6 65.3 76.7
X X X 4 X X X X 82.8 71.6 46.8 50.1 67.2 78.4
X X X 5 X X X X 83.1 73.8 47.7 53.7 69.0 79.5
X X X 6 X X X X 82.4 70.6 46.2 49.5 68.4 78.3
X X X 7 X X X X 82.1 68.1 43.3 48.0 66.8 77.0

(C)

X X X 3 X X 74.9 34.9 41.6 46.0 66.0 75.4
X X X 3 X X X 78.9 44.9 41.9 46.8 64.8 74.8
X X X 3 X X X 82.2 68.0 42.0 47.1 64.3 75.4
X X X 3 X 1.5 1.0 30.5 34.7 50.8 56.3
X X X 3 X X 0.0 0.0 3.3 3.3 14.2 14.6
X X X 3 X X 81.9 67.3 38.5 43.3 61.5 71.6
X X X 3 X X X 81.8 68.1 42.0 47.1 63.8 75.4

Table 2: Ablation studies on different configurations of network on REAL275. CD, FD, and GM refer to coarse deformation
module, fine deformation module, and graph module respectively.

in CatFormer’s predictions. Applying Ldef leads to an im-
provement in CatFormer’s performance.

Due to space limits, we add more analysis of ablation
studies in supplementary materials.

4.7 Category-level Object Pose Estimation in The
Real World

To assess CatFormer’s effectiveness and generalization, we
apply it to real-world object pose estimation, specifically on
objects that were not used during training. RGB-D images
are obtained using an Intel RealSense D435i camera, while
segmentation is performed using a pretrained Mask-RCNN
model. The pose estimation results, shown in Figure 5, in-
dicate that CatFormer exhibits good generalization and per-
forms well in real-world object pose estimation tasks.

Figure 5: Object pose estimation results of CatFormer in the
real world.

4.8 Instance-Level Object Pose Estimation
CatFormer is also applied to instance-level object pose
estimation in this study. The LINEMOD dataset (Hinter-
stoisser et al. 2011) is used for conducting the instance-
level object pose estimation experiment. By comparing Cat-
Former’s performance with other state-of-the-art methods
on the LINEMOD dataset, the experimental results, dis-
played in Table 3, indicate that CatFormer outperforms re-
lated category-level methods and achieves competitive per-
formance compared to some state-of-the-art instance-level

methods. For symmetric objects, we utilize ADD-S as the
metric (Xiang et al. 2018), while for non-symmetric objects,
we employ ADD as the metric (Hinterstoisser et al. 2012).

We also provide more details of instance-level object pose
estimation in the supplementary material.

Method C.L. ADD-(S) Speed(FPS)

PVNet(Peng et al. 2019) 86.3 27
G2L-Net(Chen et al. 2020b) 98.7 24

DenseFusion(Wang et al. 2019a) 94.3 15
PVN3D(He et al. 2020) 99.4 5

DualPose(Lin et al. 2021) X 98.2 3
FS-Net (Chen et al. 2021) X 97.6 22
GPV-Pose(Di et al. 2022) X 98.2 20

Ours X 99.3 8

Table 3: Instance-level object pose estimation on LINEMOD
dataset. C.L. indicates category-level method.

5 Conclusion
In this paper, we introduce CatFormer, a novel category-
level 6D object estimation network. CatFormer leverages
transformer-based deformation modules for both coarse and
fine deformations. Additionally, we propose a graph mod-
ule to establish and extract graph features from fused fea-
tures. To further refine the prior point’s proximity to the
target object, we introduce a recurrent refinement mod-
ule. Compared to previous state-of-the-art methods, our
approach demonstrates superior performance on both the
CAMERA25 dataset and REAL275 dataset. Furthermore,
CatFormer achieves successful results in instance-level ob-
ject pose estimation and real-world object pose estimation
tasks.
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