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Abstract

In spite of the rapidly evolving landscape of text-to-image
generation, the synthesis and manipulation of multiple enti-
ties while adhering to specific relational constraints pose en-
during challenges. This paper introduces an innovative pro-
gressive synthesis and editing operation that systematically
incorporates entities into the target image, ensuring their ad-
herence to spatial and relational constraints at each sequential
step. Our key insight stems from the observation that while
a pre-trained text-to-image diffusion model adeptly handles
one or two entities, it often falters when dealing with a greater
number. To address this limitation, we propose harnessing
the capabilities of a Large Language Model (LLM) to de-
compose intricate and protracted text descriptions into co-
herent directives adhering to stringent formats. To facilitate
the execution of directives involving distinct semantic oper-
ations—namely insertion, editing, and erasing—we formu-
late the Stimulus, Response, and Fusion (SRF) framework.
Within this framework, latent regions are gently stimulated in
alignment with each operation, followed by the fusion of the
responsive latent components to achieve cohesive entity ma-
nipulation. Our proposed framework yields notable advance-
ments in object synthesis, particularly when confronted with
intricate and lengthy textual inputs. Consequently, it estab-
lishes a new benchmark for text-to-image generation tasks,
further elevating the field’s performance standards.

Introduction
Text-to-image generation is a vital and rapidly evolving field
in computer vision that has attracted unprecedented atten-
tion from both researchers and the general public. The re-
markable advances in this area are driven by the applica-
tion of state-of-the-art image-generative models, such as
auto-regressive (Ramesh et al. 2021; Wang et al. 2022)
and diffusion models (Ramesh et al. 2022; Saharia et al.
2022; Rombach et al. 2022), as well as the availability of
large-scale language-image datasets (Sharma et al. 2018;
Schuhmann et al. 2022). However, existing methods face
challenges in synthesizing or editing multiple subjects with
specific relational and attributive constraints from textual
prompts (Chefer et al. 2023). The typical defects that oc-
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cur in the synthesis results are missing entities, and inaccu-
rate inter-object relations, as shown in ??. Existing work
improves the compositional skills of text-to-image synthe-
sis models by incorporating linguistic structures (Feng et al.
2022), and attention controls (Hertz et al. 2022; Chefer et al.
2023) within the diffusion guidance process. Notably, Struc-
tured Diffusion (Feng et al. 2022) parse a text to extract
numerous noun phrases, Attend-and-Excite (Chefer et al.
2023) strength attention activations associated with the most
marginalized subject token. Yet, these remedies still face dif-
ficulties when the text description is long and complex, espe-
cially when it involves two and more subjects. Furthermore,
users may find it necessary to perform subtle modifications
to the unsatisfactory regions of the generated image, while
preserving the remaining areas.

In this paper, we propose a novel progressive synthesiz-
ing/editing operation that successively incorporates entities,
that conform to the spatial and relational constraint defined
in the text prompt, while preserving the structure and aes-
thetics in each step. Our intuition is based on the observa-
tion that text-to-image models tend to better handle short-
sentence prompts with a limited number of entities (1 or 2)
than long descriptions with more entities. Therefore, we can
parse the long descriptions into short-text prompts and craft
the image progressively via a diffusion model to prevent the
leakage and missing of semantics.

However, applying such a progressive operation to diffu-
sion models faces two major challenges:
• The absence of a unified method for converting the in-

tegrated text-to-image process into a progressive proce-
dure that can handle both synthesis and editing simulta-
neously. Current strategies can either synthesize (Chefer
et al. 2023; Ma et al. 2023) or edit (Kawar et al. 2023;
Goel et al. 2023; Xie et al. 2022; Avrahami, Fried, and
Lischinski 2022; Yang et al. 2023), leaving a gap in the
collective integration of these functions.

• The need for precise positioning and relational entity
placement. Existing solutions either rely on user-supplied
masks for entity insertion, necessitating manual interven-
tion (Avrahami, Fried, and Lischinski 2022; Nichol et al.
2021), or introduce supplementary phrases to determine
the entity editing direction (Hertz et al. 2022; Brooks,
Holynski, and Efros 2023), which inadequately address-
ing spatial and relational dynamics.
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“...There is a gentle river flowing 
down the forest. On the left side of 

the river stands a bear wearing a 
shirt and a hat, while on the right is a 

mushroom...”

×

Figure 1: Existing text-to-image synthesis approaches struggle with textual prompts involving multiple entities and specified
relational directions. We propose to decompose the protracted prompt into a set of short commands, including synthesis, editing
and erasing operations, using a Large Language Model (LLM) and progressively generate the image.

To overcome these hurdles, we present the Stimulus,
Response, and Fusion (SRF) framework, assimilating a
stimulus-response generation mechanism along with a la-
tent fusion module into the diffusion process. Our method-
ology involves employing a fine-tuned GPT model to decon-
struct complex texts into structured prompts, including syn-
thesis, editing, and erasing operations governed by a unified
SRF framework. Our progressive process begins with a real
image or synthesized background, accompanied by the text
prompt, and applies the SRF method in a step-by-step ap-
proach. Unlike previous strategies that aggressively manipu-
late the cross-attention map (Wu et al. 2023; Ma et al. 2023),
our operation guides the attention map via a soft direction,
avoiding brusque modifications that may lead to discordant
synthesis. Additionally, when addressing relationships like
“wearing” and “playing with”, we begin by parsing the rel-
ative positions of the objects with the help of GPT, after
which we incorporate the relational description and relative
positions into the diffusion model to enable object interac-
tions.

In summary, we unveil a novel, progressive text-to-image
diffusion framework that leverages the capabilities of a Lan-
guage Model (LLM) to simplify language description, offer-
ing a unified solution for handling synthesis and editing pat-
terns concurrently. This represents an advancement in text-
to-image generation and provides a new platform for future
research.

Related Work
Our method is closely related to image manipulation and
cross-attention control within diffusion models.

Image manipulating refers to the process of digitally ma-
nipulating images to modify or enhance their visual appear-
ance. Various techniques can be employed to achieve this
end, such as the use of spatial masks or natural language
descriptions to guide the editing process towards specific
goals. One promising line of inquiry involves the applica-
tion of generative adversarial networks (GANs) for image
domain transfer (Isola et al. 2017; Sangkloy et al. 2017;
Zhu et al. 2017; Choi et al. 2018; Wang et al. 2018; Huang
et al. 2018; Park et al. 2019; Liu, Breuel, and Kautz 2017;
Baek et al. 2021) or the manipulation of latent space (Zhu
et al. 2016; Huh et al. 2020; Richardson et al. 2021; Zhu
et al. 2020; Wulff and Torralba 2020; Bau et al. 2021). Re-
cently, diffusion models have emerged as the mainstream.
GLIDE (Nichol et al. 2021), Blended diffusion (Avrahami,
Fried, and Lischinski 2022) and SmartBrush (Xie et al.
2022) replace masked image regions with predefined objects
while preserving the inherent image structure. Additionally,
techniques such as prompt-to-prompt (Hertz et al. 2022) and
instructpix2pix (Brooks, Holynski, and Efros 2023) enable
the modification of image-level objects through text alter-
ations. Contrasting previous methods that solely cater to ei-
ther synthesis or editing, we construct a unified framework
that accommodates both.

Objects and positional relationships are manifested within
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         Tune-A-GPT

“...There is a dog and a cat playing together 
on the right side of the yard...These apples 
are then replaced with oranges, which are 

subsequently removed...”

“change [apples] to [oranges]." Step i+1

Text Decomposition

“delete [oranges]." Step i+2

“[a dog] [plays with] [a cat] [on the 
right side of] [the yard]." 

Step i

Figure 2: We employ a fine-tuned GPT model to deconstruct
a comprehensive text into structured prompts, each classified
under synthesis, editing, and erasing operations.

GPT-4

“a dog and a cat play 
together on the right side 

of the yard”

yard:(0, 128, 512, 512)

dog: (384, 256, 512, 512)

cat: (256, 256, 384, 512)

Step i                                                      Step i+1

Figure 3: For the synthesis operation, we generate the layout
indicated in the prompt from a frozen GPT-4 model, which
subsequently yields the new bounding box coordinates for
object insertion.

the cross attention map of the diffusion model. Inspired by
this observation (Feng et al. 2022), techniques have been de-
vised to manipulate the cross attention map for image syn-
thesis or editing. Prompt-to-Prompt approach (Hertz et al.
2022) aims at regulating spatial arrangement and geome-
try through the manipulation of attention maps derived from
textual prompts. Structured Diffusion (Feng et al. 2022) uti-
lizes a text parsing mechanism to isolate numerous noun
phrases, enhancing the corresponding attention space chan-
nels. The Attend-and-Excite approach (Chefer et al. 2023)
amplifies attention activations linked to the most marginal-
ized subject tokens. Directed Diffusion (Ma et al. 2023) pro-
poses an attention refinement strategy through the utilization
of a weak and strong activation approach. The main differ-
ence between our layout generation and the layout predic-
tion approaches is that our method enables precise increment
generation and intermediate modifications, i.e., we gradually
change the layout instead of generating one layout at once.
As for background fusion, we use a soft mask to ensure the
object’s integrity.

Method
Problem Formulation
we elaborate upon our innovative progressive text-to-image
framework. Given a multifaceted text description P and a
real or generated background I, our primary goal is to syn-
thesize an image that meticulously adheres to the modifi-
cations delineated by P in alignment with I. The principal
challenge emerges from the necessity to decode the intricacy
of P , manifesting across three complex dimensions:

• The presence of multiple entities and attributes escalates
the complexity of the scene, imposing stringent demands
on the model to generate representations that are not only
accurate but also internally coherent and contextually
aligned.

• The integration of diverse positional and relational de-
scriptions calls for the model to exhibit an advanced level
of understanding and to employ sophisticated techniques
to ascertain precise spatial configuration, reflecting both
explicit commands and implied semantic relations.

• The concurrent introduction of synthesis, editing, and
erasing operations introduces additional layers of com-
plexity to the task. Managing these intricate operations
within a unified model presents a formidable challenge,
requiring a robust and carefully designed approach to en-
sure seamless integration and execution.

We address these challenges through a unified progres-
sive text-to-image framework that: (1) employs a fine-tuned
GPT model to distill complex texts into short prompts, cate-
gorizing each as synthesis, editing, or erasing mode, and ac-
cordingly generating the object mask; (2) sequentially pro-
cesses these prompts within the same framework, utilizing
attention-guided generation to capture position-aware fea-
tures with soft latent direction, and subsequently integrates
them with the previous stage’s outcomes in a subtle manner.
This approach synthesizes the intricacies of text-to-image
transformation into a coherent, positionally aware proce-
dure.

Text Decomposition
P may involve multiple objects and relations, we decom-
pose P into a set of short prompts, which produces an im-
age accurately representing P when executed sequentially.
As illustrated in fig. 2, we fine-tune a GPT with OpenAI
API (OpenAI 2023) to decompose P into multiple struc-
tured prompts, denoted as {P1,P2, ...,Pn}. Each Pi falls
into one of the three distinct modes: Synthesis mode: “[ob-
ject 1] [relation] [object 2] [position] [object 3]”, Editing
mode: “change [object 1] to [object 2]”, and Erasing mode:
“delete [object]”. In pursuit of this aim, we start by col-
lecting full texts using ChatGPT (Brown et al. 2020) and
then manually deconstruct them into atomic prompts. Each
prompt has a minimal number of relations and is labeled
with synthesis/editing/erasing mode. Using these prompts
and their corresponding modes for model supervision, we
fine-tune the GPT model to enhance its decomposition and
generalization ability.
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Figure 4: Overview of our unified framework emphasizes progressive synthesis, editing, and erasing. In each progressive step,
A random latent zt is directed through the cross-attention map in inverse diffusion. Specifically, we design a soft stimulus loss
that evaluates the positional difference between entity attention and the target mask region, leading to a gradient for updating the
latent z∗t−1 as a latent response. Subsequentially, another forward diffusion pass is applied to denoise z∗t , yielding deriving z∗t−1.
In the latent fusion phase, we transform the previous i-th image into a latent code zbgt−1 using DDIM inversion. The blending
of z∗t−1 with zbgt−1 incorporates a dynamic evolving mask, which starts with a layout box and gradually shifts to cross-attention.
Finally, z∗t−1 undergoes multiple diffusion reverse steps and results in the (i+ 1)-th image.

Operational Layouts. For the synthesis operation, as
shown in fig. 3, we feed both the prompt and a reference
bounding box into a frozen GPT-4 API. This procedure pro-
duces bounding boxes for the target entity that will be used
in the subsequent phase. We exploit GPT-4’s ability to ex-
tract information from positional and relational text descrip-
tors. For example, the phrase “cat and dog play together”
indicates a close spatial relationship between the “cat” and
“dog”. Meanwhile, “on the right side” suggests that both
animals are positioned to the right of the “yard”. For the
editing and erasing operations, we employ Diffusion Inver-
sion (Mokady et al. 2023) to obtain the cross-attention map
of the target object, which serves as the layout mask. For ex-
ample, when changing “apples” to “oranges”, we draw upon
the attention corresponding to “apples”. On the other hand,
to “delete the oranges”, we focus on the attention related to
“oranges”. Notably, this approach avoids the need to retrain
the diffusion model and is proficient in managing open vo-
cabularies. we denote generated layout mask as M for all
operations in following sections for convention.

In the following section, we provide a complete introduc-
tion to the synthesis operation. At last, we exhibit that the
editing and erasing operations only differ from the synthesis
operation in parameter settings.

Stimulus & Response
With the synthesis prompt Pi to be executed and its mask
configurationMi. The goal of Latent Stimulus & Response
is to enhance the positional feature representation onM. As
illustrated in fig. 4, this is achieved by guided cross-attention
generation. Differing from the approaches (Ma et al. 2023;

Wu et al. 2023), which manipulate attention through numer-
ical replacement, we modulate the attention within mask re-
gions associated with the entity in Pi via a soft manner.
Rather than directly altering the attention, we introduce a
stimulus to ensure that the object attention converges to the
desired scores. Specifically, we formulate a stimulus loss
function between the object mask M and the correspond-
ing attention A as:

Ls =
n∑

i=1

(softmax(Ai
t)− δ · Mi) (1)

where Ai
t signifies the cross-attention map of the i-th object

at the t-th timestep.Mi denotes the mask of the i-th object.
δ represents the stimulus weights. The intent of stimulus at-
tention leans towards a spatial-wise generation process. This
is achieved by backpropagating the gradient of the stimulus
loss function, as defined in Eq. 1, to update the latent code.
This process serves as a latent response to the stimulated at-
tention, which can be formally expressed as:

z∗t ← zt − αt · ∇ztLs (2)

In the above equation, z∗t represents the updated latent code
and αt denotes the learning rate. Finally, we execute an-
other forward pass of the stable diffusion model using the
updated latent code z∗t to compute z∗t−1 for the subsequent
denoising step. Based on eq. (1) and eq. (2), we observe
consistent spatial behavior in both the cross-attention and
latent spaces. For a more detailed analysis, we refer to fig. 5
and find this property contributes to producing faithful and
position-aware image representations.
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Figure 5: Visual results generated by Stable Diffusion and
Stimulus & Response. Stable Diffusion shows noticeable
problems in positional generation (top), semantic and at-
tribute coupling (middle), and object omission (bottom),
while ours delivers precise outcomes.

Latent Fusion
Recalling that z∗t−1 denotes the latent feature of the target
object, our next task is to integrate them seamlessly with the
image from the preceding stage. For this purpose, we first
convert the previous image into latent code by DDIM inver-
sion, denoted as zbg . Then for timestep t, we take a latent
fusion strategy (Avrahami, Lischinski, and Fried 2022) be-
tween zbgt and z∗t , which is formulated as:

zt−1 = M̂ · z∗t−1 + (1− M̂) · zbgt−1 (3)

where M̂ acts as a latent mask to blend the features of tar-
get objects with the background. In the synthesis operation,
employing a uniform mask across all steps can be too restric-
tive, potentially destroying the object’s semantic continuity.
To mitigate this, we introduce a more soft mask, ensuring
both object integrity and spatial consistency. Specifically,
during the initial steps of diffusion denoising, we use lay-
out maskM to provide spatial guidance. Later, we shift to
an attention maskMattn, generated by averaging and setting
a threshold on the cross-attention map, to maintain object
cohesion. This process is denoted as:

M̂(Mattn,M, t) =

{
M if t ≤ τ

Mattn if t > τ
(4)

Here, τ serves as a tuning parameter balancing object in-
tegrity with spatial coherence. The above response and
fusion process is repeated for a subset of the diffusion
timesteps, and the final output serves as the image for the
next round generation.

Editing and Erasing Specifications. Our editing and
erasing operation differs in parameter setting: we setM in
eq. (1) as editing/erasing reference attention. we set M̂ in
eq. (3) as the editing/erasing mask in all diffusion steps for
detailed, shape-specific modifications.

Experiment
Baselines and Evaluation. Our experimental comparison
primarily concentrates on Single-Stage Generation and Pro-
gressive Generation baselines. (1) We refer to Single-Stage
Generation methods as those that directly generate im-
ages from input text in a single step. Current methods in-
clude Stable Diffusion (Rombach et al. 2022), Attend-and-
excite (Chefer et al. 2023), and Structured Diffusion (Feng
et al. 2022). We compare these methods to analyze the ef-
ficacy of our progressive synthesis operation. We employ
GPT to construct 500 text prompts that contain diverse ob-
jects and relationship types. For evaluation, we follow (Wu
et al. 2023) to compute Object Recall, which quantifies the
percentage of objects successfully synthesized. Moreover,
we measure Relation Accuracy as the percentage of spatial
or relational text descriptions that are correctly identified,
based on 8 human evaluations. (2) We define Progressive
Generation as a multi-turn synthesis and editing process
that builds on images from preceding rounds. Our compari-
son encompasses our comprehensive progressive framework
against other progressive methods, which includes Instruct-
based Diffusion models (Brooks, Holynski, and Efros 2023)
and mask-based diffusion models (Rombach et al. 2022;
Avrahami, Fried, and Lischinski 2022). To maintain a bal-
anced comparison, we source the same input images from
SUN (Xiao et al. 2016) and text descriptions via the GPT
API (OpenAI 2023). Specifically, we collate five scenarios
totaling 25 images from SUN, a dataset that showcases real-
world landscapes. Each image is paired with the text descrip-
tion, which ensures: 1. Integration of synthesis, editing, and
easing paradigms; 2. Incorporation of a diverse assortment
of synthesized objects; 3. Representation of spatial relations
(e.g., top, bottom, left, right) and interactional relations (e.g.,
“playing with”, “wearing”). For evaluation, we utilize Ama-
zon Mechanical Turk (AMT) to assess image fidelity. Each
image is evaluated based on the fidelity of the generated
objects, their relationships, the execution of editing instruc-
tions, and the alignment of erasures with the text descrip-
tions. Images are rated on a fidelity scale from 0 to 2, where
0 represents the lowest quality and 2 signifies the highest.
With two evaluators assessing each generated image, the cu-
mulative score for each aspect can reach a maximum of 100.

Implementation Details. Our framework builds upon
Stable Diffusion (SD) V-1.4. During the Stimulus & Re-
sponse stage, we assign a weight of δ equals 0.8 in eq. (1),
and set t equals 25 and αt equals 40 in eq. (2). We imple-
ment the stimulus procedure over the 16 × 16 attention units
and integrate the Iterative Latent Refinement design (Chefer
et al. 2023). In the latent fusion stage, the parameter τ is set
to a value of 40.

Qualitative and Quantitative Results
Qualitative and Quantitative Comparisons with Single-
Generation Baselines. fig. 6 reveals that traditional base-
line methods often struggle with object omissions and main-
taining spatial and interactional relations. In contrast, our
progressive generation process offers enhanced image fi-
delity and controllability. Additionally, we maintain finer de-
tails in the generated images, such as the shadows of the
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On the left side of the beach, a sea turtle can be spotted. To its right, there stands a red beach chair, and beneath these chairs, some fruits are neatly placed.

There is a gentle stream flowing through the forest. On the right side of the river stands a wolf wearing a hat, while on the left is a brown bear wearing a shirt.

       
  Stable Diffusion        Attend-and-Excite    Structured Diffusion                                                                      Ours  

A child shakes hands with a rabbit in the yard, while stones are on the right. Some apples are above them.

There is a desert cave situated over the desert. To the left, a desert fox can be seen, and to the right, there's a desert cactus.

Figure 6: Qualitative comparison with Single-Stage baselines. Common errors in the baselines include missing objects and
mismatched relations. Our method demonstrates the progressive generation process.

“beach chair”. Result in table 1 indicates that our method
outperforms the baselines in both object recall and relation
accuracy.

Qualitative and Quantitative Comparisons with Pro-
gressive Generation Baselines. In fig. 8, baseline methods
often fail to synthesize full objects and may not represent
relationships as described in the provided text. Moreover,
during editing and erasing operations, these methods tend
to produce outputs with compromised quality, showcasing
unnatural characteristics. It’s worth noting that any missteps
or inaccuracies in the initial stages, such as those seen in
InstructPix2Pix, can cascade into subsequent stages, exacer-
bating the degradation of results. In contrast, our proposed
method consistently yields superior results through every
phase. The results in table 2 further cement our method’s
dominant performance in synthesis, editing, and erasing op-
erations, as underscored by the impressive rating scores.

Ablation Study
Ablation study of method components is shown in ta-
ble 3. Without latent fusion, we lose continuity from prior
generation stages, leading to inconsistencies in object syn-
thesis and placement. On the other hand, omitting the Stim-
ulus & Response process results in a lack of positional

Method Object Recall ↑ Relation Accuracy ↑
Stable Diffusion 40.7 19.8

Structured Diffusion 43.5 21.6
Attend-and-excite 50.3 23.4

Ours 64.4 50.8

Table 1: Quantitative comparison with Single-Stage Gener-
ation baselines.

awareness, making the synthesis less precise. Both omis-
sions manifest as significant drops in relation and entity ac-
curacies, emphasizing the synergistic importance of these
components in our approach.

The analysis of Stimulus & Response in the editing op-
eration is highlighted in fig. 7. Compared to Stable Diffu-
sion, Stimulus & Response not only enhances object com-
pleteness and fidelity but also demonstrates a broader di-
versity in editing capabilities. The loss curve indicates that
Stimulus & Response aligns more closely with the reference
cross-attention, emphasizing its adeptness in preserving the
original structure.
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Figure 7: The analysis of Stimulus & Response in the editing operation. The left side shows a visual comparison between SD
(Stable Diffusion) and S&R (Stimulus & Response). The right side presents the convergence curve of cross-attention loss during
diffusion sampling steps. The loss is computed as the difference between reference attention and model-generated attention. In
the right figure, red, blue, and green colors represent the objects “jaguar”, “cat”, and “monkey” respectively. Solid lines indicate
SD loss, while dashed lines represent S&D loss.

In the yard, a white cat is playing with a red ball 
of yarn on the right side, while a statue of 

Einstein stands on the far left. Initially, there was 
a cat, but it was changed to a rabbit. Finally the 
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Figure 8: Qualitative comparison with Progressive Genera-
tion baselines. The first two phases illustrate object synthe-
sis operation, where target objects are color-coded in both
the text and layout. Subsequent phases depict object editing
and erasing processes, wherein a cat is first transformed into
a rabbit and then the rabbit is removed.

Method Synthesis Editing Erasing

Object Relation
InstructPix2Pix 19 24 32 29
Stable-inpainting 64 54 65 45
Blended Latent 67 52 67 46
Ours 74 60 72 50

Table 2: Quantitative comparison of our method against Pro-
gressive Generation baselines, using rating scores.

Method Variant Object Recall ↑ Relation Accuracy ↑
w/o LF 38.8 21.8

w/o S&R 58.3 45.2
Ours 64.4 50.8

Table 3: Ablation study. LF and S&R represent Latent Fu-
sion and Stimulus & Response respectively.

Conclusion
In this study, we addressed the prevailing challenges in the
rapidly advancing field of text-to-image generation, particu-
larly the synthesis and manipulation of multiple entities un-
der specific constraints. Our innovative progressive synthe-
sis and editing methodology ensures precise spatial and rela-
tional representations. Recognizing the limitations of exist-
ing diffusion models with increasing entities, we integrated
the capabilities of a Large Language Model (LLM) to dissect
complex text into structured directives. Our Stimulus, Re-
sponse, and Fusion (SRF) framework, which enables seam-
less entity manipulation, represents a major stride in object
synthesis from intricate text inputs.

One major limitation of our approach is that not all text
can be decomposed into a sequence of short prompts. For
instance, our approach finds it challenging to sequentially
parse text such as “a horse under a car and between a cat
and a dog.” We plan to gather more training data and labels
of this nature to improve the parsing capabilities of GPT.
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Zhu, J.-Y.; Krähenbühl, P.; Shechtman, E.; and Efros, A. A.
2016. Generative visual manipulation on the natural image
manifold. In Computer Vision–ECCV 2016: 14th European
Conference, Amsterdam, The Netherlands, October 11-14,
2016, Proceedings, Part V 14, 597–613. Springer.
Zhu, J.-Y.; Park, T.; Isola, P.; and Efros, A. A. 2017. Un-
paired image-to-image translation using cycle-consistent ad-
versarial networks. In Proceedings of the IEEE international
conference on computer vision, 2223–2232.

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

6701


