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Abstract

Large-scale pre-training has proven to be an effective method
for improving performance across different tasks. Current
person search methods use ImageNet pre-trained models for
feature extraction, yet it is not an optimal solution due to the
gap between the pre-training task and person search task (as a
downstream task). Therefore, in this paper, we focus on pre-
training for person search, which involves detecting and re-
identifying individuals simultaneously. Although labeled data
for person search is scarce, datasets for two sub-tasks per-
son detection and re-identification are relatively abundant. To
this end, we propose a hybrid pre-training framework specif-
ically designed for person search using sub-task data only.
It consists of a hybrid learning paradigm that handles data
with different kinds of supervisions, and an intra-task align-
ment module that alleviates domain discrepancy under lim-
ited resources. To the best of our knowledge, this is the first
work that investigates how to support full-task pre-training
using sub-task data. Extensive experiments demonstrate that
our pre-trained model can achieve significant improvements
across diverse protocols, such as person search method, fine-
tuning data, pre-training data and model backbone. For exam-
ple, our model improves ResNet50 based NAE by 10.3% rel-
ative improvement w.r.t. mAP. Our code and pre-trained mod-
els are released for plug-and-play usage to the person search
community (https://github.com/personsearch/PretrainPS).

Introduction

Person search aims to localize a person and identify the per-
son from a gallery set of real-world uncropped scene images,
which can be seen as a combined pedestrian detection and
re-identification (re-ID) task. Person search is an extremely
difficult problem because it requires optimising these two
different sub-tasks in a unified framework, and even the op-
timisation objectives of the two sub-tasks are inconsistent.
Most existing person search methods (Xiao et al. 2017;
Li et al. 2022; Yan et al. 2022; Han et al. 2021; Chen et al.
2021; Kim et al. 2021; Li and Miao 2021; Han, Ko, and
Sim 2021; Yan et al. 2021, 2023; Tian et al. 2022) use
ImageNet pre-trained models (Deng et al. 2009), such as
ResNet50 (He et al. 2016), as the initialization model for
feature extraction. However, ImageNet pre-training, which
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Figure 1: Performance gain using our pre-trained model in-
stead of ImageNet model across different methods, fine-
tuning data, pre-training data, backbones on PRW dataset.

learns classification-related knowledge, is limited in its ap-
plicability to downstream tasks, particularly when the tar-
get task is significantly different (He, Girshick, and Dollar
2019). The person search task, which includes a pedestrian
detection task and a fine-grained identity classification task,
requires prior knowledge in regression and there is a sub-
stantial domain gap between image classification and per-
son re-ID tasks (Fu et al. 2021). To address this issue, task-
specific pre-training models are necessary.

Some recent works aim to design specific pre-training
methods for different computer vision tasks (Fu et al. 2021,
2022; Yang et al. 2022; Bar et al. 2022). For example,
DETR (Carion et al. 2020) is pre-trained using a multi-task
learning approach on the COCO training dataset (118,000
images) with object annotations for both object detection
and object re-localization tasks; (Carreira and Zisserman
2017) propose a new model pre-trained on the proposed Ki-
netics dataset with 300,000 video clips for action recogni-
tion. Similarly, we seek a suitable dataset for person search
pre-training, but collecting a large-scale dataset is chal-
lenging especially when we need expensive person iden-
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tification labels. Although unsupervised pre-training is a
straightforward solution, it costs a large amount of computa-
tional resources, which are usually not affordable, for exam-
ple, (Yang et al. 2022) pre-train their UP-ReID models using
168 GPU days. Aiming to minimize computational costs for
pre-training person search models, we attempt to use cur-
rently available datasets with or without labels for pedestrian
detection and re-ID, which are sub-tasks for person search.

Since we use sub-task datasets for pre-training, two cru-
cial considerations must be taken into account: (1) How to
support full-task training by sub-task data? Pedestrian
detection datasets only provide person bounding box (bbox)
annotations that can only facilitate training for the detec-
tion sub-task; while re-ID datasets lack background infor-
mation and thus can only facilitate training for the re-ID
sub-task. It is challenging to design a learning paradigm
such that the entire person search model is well optimized.
(2) How to deal with domain discrepancy under limited
data? Compared to other pre-training methods that use a
large amount of data, the data we can use is rather lim-
ited. We observe that samples from different datasets, such
as CrowdHuman (Shao et al. 2018) and EuroCity Persons
(ECP) (Braun et al. 2019), exhibit significant differences in
style appearance and underlying distributions (Fig. 2). Thus,
it is necessary to deal with domain discrepancy so as to en-
hance the generalization ability of our pre-trained models.

To facilitate pre-training on sub-task data, we present a
customized pre-training method. Specifically, we propose a
hybrid training paradigm so that data with different kinds of
supervisions can be handled in one joint framework; also,
to alleviate the negative impact brought by domain discrep-
ancy, we propose an intra-task alignment module (IAM),
which is used to align features for detection and re-ID sub-
tasks separately, so that the learned representations are do-
main invariant. As shown in Fig. 1, our pre-trained model
significantly outperforms the ImageNet pre-trained model
across different protocols (i.e. methods, fine-tuning data,
pre-training data and backbones) on the PRW dataset (Zheng
et al. 2017). These results show that our approach provides
stronger pre-trained models for the person search task.

In summary, our contributions can be summarized as fol-
lows:

1. Due to the lack of large-scale person search datasets,
we propose to use off-the-shelf datasets of sub-tasks
(pedestrian detection and re-ID task) for person search
pre-training. To the best of our knowledge, this is the
first work that investigates how to support full-task pre-
training using sub-task data for person search. We believe
our attempt is inspiring and encouraging for future work.

. We propose a novel pre-training method specific for per-
son search. It consists of a hybrid learning paradigm that
handles data with different kinds of supervisions, and an
intra-task alignment module that alleviates domain dis-
crepancy under limited resources.

3. We provide analyses showing that our pre-training
method is generalizable across different backbones and
our pre-trained models benefit different methods. Our
pre-trained models are more effective than the ImageNet
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Figure 2: t-SNE visualization of features with ResNet50 pre-
trained on ImageNet from 1,000 random samples in different
detection and re-ID datasets.

ones and thus are expected to essentially contribute to
the person search community. Benefited from our pre-
training method, we establish a new state of the art on
the CUHK-SYSU (Xiao et al. 2017) and PRW (Zheng
et al. 2017) benchmarks.

Related Work

Since this paper develops pre-trained models specifically
promoting person search, we thereby review relevant works
from the above two aspects.

Person Search

Due to its wide application prospects, person search has
made rapid progress in recent years. Some works (Wang
et al. 2020; Yao and Xu 2020; Dong et al. 2020b; Han et al.
2019; Chen et al. 2020b; Lan, Zhu, and Gong 2018a) op-
timize the pedestrian detection and re-ID tasks in person
search separately (two-stage methods), while others (Xiao
et al. 2017; Li et al. 2022; Cao et al. 2022; Yan et al. 2022;
Yu et al. 2022; Han et al. 2021; Chen et al. 2021; Kim et al.
2021; Li and Miao 2021; Han, Ko, and Sim 2021; Yan et al.
2021, 2023) regard two sub-tasks as a whole and jointly op-
timize them in an end-to-end manner (one-stage methods).
Generally, existing person search methods can be roughly
divided into two groups: fully supervised and weakly su-
pervised methods. (1) Fully supervised. Given human bbox
and their corresponding identity information, this group of
methods allows for direct model training. As a pioneering
method for person search, (Xiao et al. 2017) propose a joint
framework that incorporates re-ID layers on top of Faster-
RCNN (Ren et al. 2015) detector. (Chen et al. 2021) intro-
duce a norm-aware embedding method (NAE) to accommo-
date the conflicting optimization objectives of detection and
re-ID. (Yan et al. 2021) construct an anchor-free framework
to address the misalignment in different levels (including
scales, regions, and tasks). To improve performance, some
recent methods (Cao et al. 2022; Yu et al. 2022) utilize
transformer to learn more discriminative feature represen-
tations. (2) Weakly supervised. Considering that obtaining
identity information is more difficult, this group of methods
only uses annotations of bbox for training. (Han et al. 2021)
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propose a region siamese network for recognition in the ab-
sence of identity annotations. (Yan et al. 2022) propose a
weakly supervised person search method by leveraging con-
text clues of detection, memory and scene in unconstrained
natural images.

In this paper, we study person search from a novel per-
spective, making full use of unlabeled and labeled data of
sub-tasks to develop powerful pre-trained models for person
search.

Vision Model pre-training

Benefiting from the strong visual knowledge distributed
in ImageNet (Deng et al. 2009), fine-tuning a pre-trained
model with a small amount of task-specific data can per-
form well on downstream tasks. This triggers the first wave
of exploring pre-trained models in the era of deep learning.

The early efforts of pre-training are mainly achieved
in a supervised manner. By applying ResNet (He et al.
2016) pre-trained on ImageNet as the backbone, various
vision tasks (e.g. image classification and segmentation)
have been quickly advanced. In comparison with super-
vised pre-training, self-supervised pre-training allows for
huge advances. Some methods (Fu et al. 2021, 2022; Chen
et al. 2018a) construct positive pairs with data augmenta-
tion, and obtain pre-trained models via contrastive learn-
ing (Chen et al. 2020d). (Bar et al. 2022) propose a self-
supervised method that pre-trains the entire object detection
network, including the object localization and embedding
components. (He et al. 2022) adopt an asymmetric encoder-
decoder network and show that scalable vision learners
can be obtained simply by reconstructing the missing pix-
els. (Wei et al. 2022) use histograms of oriented gradients
to learn abundant visual knowledge for pre-training video
models. (Fu et al. 2021) study the key factors (i.e. data aug-
mentation and contrastive loss) to improve the generaliza-
tion ability of learned re-ID features. Based on the con-
trastive learning pipeline, (Yang et al. 2022) propose an un-
supervised framework to learn the fine-grained re-ID fea-
tures. Within a contrastive learning framework, (Shuai et al.
2022) attempt to learn person similarity without using man-
ually labeled identity annotations.

Compared to individual task pre-training, it is much more
challenging to pre-train for a hybrid task like person search,
due to the lack of large-scale datasets. In this paper, we in-
vestigate how to support full-task pre-training using sub-task
data, which has not been studied by previous works and our
findings are expected to be inspiring and encouraging for fu-
ture works.

Method

In this section, we begin with an overview of our pre-training
framework, followed by an explanation of the proposed hy-
brid learning approach. Due to the domain discrepancy in
the hybrid learning, we introduce our simple intra-task align-
ment module (IAM) in detail at last.

Overview

In this paper, we propose a novel pre-training method,
which distills specific knowledge from data of two sub-
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Figure 3: The pipeline of our pre-training method. MLP
refers to a prediction multilayer perceptron. IAM is used to
alleviate domain discrepancy across different datasets. The
right figure is the data unification operation to unify differ-
ent data types for a unified interface. Black bboxes denote
the people with no identity while colorful bboxes refer to
persons with different identities.

tasks to promote person search. In Fig. 3, we show the
pipeline of our pre-training method, which is trained us-
ing a hybrid learning approach in an end-to-end man-
ner. Following Simsiam (Chen and He 2021), our frame-
work consists of a shared person search model, a predic-
tion multilayer perceptron (MLP), a data unification mod-
ule and IAMs. As shown in Fig. 3, we randomly sample
images x” and 2% from detection and re-ID datasets and
perform data unification on them to handle different data
types, where P = {zP: oy Dpr}} and oft
{9 |R;€{Ry, ..., Ry }}. Initially, we apply two data aug-
mentations to each image, resulting in two different views
of the same image. Since we use sub-task datasets to train a
person search model, specific flows are designed for differ-
ent kinds of data: (1) For x from any dataset, each view goes
through the entire person search model for detection task
training and re-ID task training in a fully supervised way. (2)
For x from datasets without person identities, i.e. unlabeled
re-ID datasets and detection datasets, it is used for re-ID task
training in a self-supervised way, i.e. two views are sent to
the framework for contrastive learning. Moreover, two IAMs
for detection and re-ID respectively, are developed to allevi-
ate domain discrepancy by aligning features across different
datasets.

Hybrid Learning

In a dilemma of lacking large-scale person search datasets,
we use sub-task datasets for training. Each dataset only pro-
vides labels for each sub-task, or even no labels at all like the
unlabeled re-ID datasets. In order to handle different types of
data in a unified framework and provide a simplified training
pipeline, we propose a hybrid learning approach that com-
bines self-supervised and fully-supervised learning to assist
the unified framework in gathering knowledge from differ-
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ent datasets. The loss function for the entire pre-training pro-
cedure can be expressed as:

L= Lps + nLcon + )\Ladv; (1)

where A and 7 are hyper-parameters; L,s (Eq. 4), Lcon
(Eq. 6) and L4, (Eq. 7) are introduced in the following.

Data unification The schematic diagram of data unifica-
tion is shown in Fig. 3 (b).

For pedestrian detection datasets, D;=(aD D)5
only provide position information of each person, without
identity. x and y denote the image and person bbox anno-
tations respectively; and Np, is the total number of image
samples in the corresponding dataset. To construct a unified
interface and simplified pipeline, we regard each person in

D; as different persons. Therefore, we have the detection
dataset D;=(xPi, yPi, aP?)
notation.

For the re-ID datasets, the images form datasets are
cropped from entire images, resulting in the absence of con-
textual background information. We obtain labeled re-ID

. R.\Ng,
dataset R;j=( i plta ); 7 and the unlabeled re-ID dataset

Ry™  Nrun ’
Ri"=(x;’ ,);—{ based on the presence of identity an-
notatlon x and] n denote the image and identity annotation.
Ng;, N. Ryn are the number of image samples in correspond-
ing datasets. To construct a unified interface and simplified
pipeline, similar to detection datasets, we also regard each
person as a new individual. In addition, we randomly put
the re-ID image on a canvas of varying proportions to the
size of the image and resize to a fixed size. We refer to
this operation as “expandiesize” Therefore, we have the la-

Np, .. -
7', 1 is the new identity an-

 Ng,

beled re-ID dataset I?;=(%; &t , y i0n R’ ) ]:f and unlabeled

re-ID dataset R“"—(JERJ” el nRJn)NR}L ", where  de-
7 =70 0y )i

notes the canvas containing re-ID samples, 7 is new identity
annotation, ¢ is the location of each person on its canvas.

Fully-supervised learning After data unification, we can
perform person search pre-training in a fully-supervised
way. Given an arbitrary image x and its person bbox an-
notations gy, we optimize the encoder and detection head in
person search model by the following detection loss func-
tion:

Liu=3" @

where L,,,, indicates the loss for the RPN network (Ren
et al. 2015); Lget—heaq 18 the loss for the detection head. J
is the image number of all sub-task datasets. With the image
z and its identity annotation n, we optimize the encoder and
the re-ID head via the following re-ID loss function:

Loia =Y ©)

where L,;,, is identical to that used by NAE (Xlao et al.
2017). Please note person samples from z¢ and 27" serve
as different identities in L,;,, (Xiao et al. 2017), so that per-
son representation learning can benefit from more unlabeled
samples.

Lrpn ('1:17 yL) + Ldet—h,ead(x% yi)a

0 Loim(mi; ni)7
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Figure 4: Structure of intra-task alignment module (IAM).
Gradient reversal layer (Ganin and Lempitsky 2015) auto-
matically reverses the gradient during backward propagation
to achieve feature alignment across different datasets (do-
mains) with the heads. In the backward flow, the colorful
points refer to different features from different domains.

Therefore, the total loss function for fully-supervised
learning can be written as:

Lps = Ldet + Lreid~ (4)

Self-supervised learning In order to better distill re-ID
knowledge from images without ID labels, we perform self-
supervised learning for the re-ID sub-task. Given an ar-
bitrary image x sampled from {Ds,...,Dys} or R""™, we
use two different augmentations to generate different views
Augy(z) and Augo(x). Each view Aug;(z) goes through
the entire person search model to obtain deep feature rep-
resentations, denoted by h; = P(Aug;(x)), where P is the
entire person search model. And then h; is transformed to z;
by the prediction MLP head. To maintain the consistency of
predictions from two views, we minimize the negative co-
sine similarity as follows:

K ks 2
C(h2,z1) = — TR :
(h2,21) Zkzo ISl 1125 1] ©

where || - ||2 is 2 norm. K refers to the image number of
detection datasets and unlabeled re-ID dataset. Inspired by a
recent work on contrastive learning (Chen and He 2021), we
further adopt a symmetrized loss in self-supervised learning
as,
1 1

Leon(h2) = 5C(s9(ha), 21) + 5C(s9(h1), ), (6)
where sg denotes the operation of stop-gradient (Chen and
He 2021). In this way, P receives no gradient from z; in or-
der to alleviate collapse solutions in siamese network during
optimization.

Intra-task Alignment Module

There are differences in data distribution among datasets of
the same task (Fig. 2), making it difficult to ensure effective
distillation of task-related knowledge. To solve this problem,
we present an IAM, which performs adversarial-based fea-
ture alignment at both instance and image levels. As shown
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in Fig. 3, we use two separate IAMs (i.e. detection [AM and
re-ID TAM) to reduce the discrepancy for pedestrian detec-
tion and re-ID datasets, respectively. The reason for such de-
sign is that pedestrian detection and re-ID conflict with each
other in terms of features. Pedestrian detection task is con-
cerned with identifying shared features among individuals,
whereas re-ID aims to capture the distinct features and spe-
cific details of each identity.

The architecture of detection IAM and re-ID IAM is iden-
tical. As shown in Fig. 4, we use features at both image level
9 and instance level fi™* as the input of IAM. For de-
tection IAM, f™9 refers to the output feature maps of the
encoder in the person search model, while f ins is the fea-
ture vectors from the detection head of the person search
model. For re-ID IAM, f™9 is the feature maps extracted
by the ROI-Align operation and f"* represents the feature
vectors from the re-ID head in the person search model.
Subsequently, these features are passed through several cas-
caded convolutional layers, followed by two fully connected
(FC) layers termed as Img_head and Ins_head respectively.
Finally, the predictions from two heads are used to perform
domain classification based on f¥™9 and f**, which is op-
timized by the following loss function:

Ladv:Ld,img (ID’ xR) ?) + La_ins (xD7 xR’ ?)

+ Ld,cst (xD7 xR)v

(N

where 7 indicates the domain label (i.e. to distinguish which
dataset an image belongs t0); Ly img and Lg s are multi-
class cross-entropy loss that applied to the image level and
instance level respectively. We note that maintaining the
consistency between the domain classifiers at both levels is
helpful to improve performance (Chen et al. 2018b) (from
which we observe a 0.3pp increase w.r.t. mAP.). To this
end, we introduce a consistency regularizer Ly .s¢, follow-
ing (Chen et al. 2018b). After applying our IAM, we obtain
domain-invariant features that are agnostic to the specific
data domain.

Experiments

In this section, we first introduce benchmark datasets and
evaluation metrics. Then, a series of experimental analy-
ses are conducted. Finally, we compare with state-of-the-art
methods on multiple benchmarks. Implementation details
are provided in our code.

Datasets and Evaluation Metrics

Datasets for pre-training. We use two relatively large per-
son detection datasets, i.e. CrowdHuman (Shao et al. 2018)
and EuroCity Persons (ECP) (Braun et al. 2019) datasets. In
addition, we use two relatively common re-ID datasets in-
cluding MSMT17 (Wei et al. 2018) and CUHKO3 (Li et al.
2014), and one unlabeled large re-ID dataset, LUPerson (Fu
et al. 2021) for pre-training.

Person search datasets. The two most commonly used
datasets for person search are PRW (Zheng et al. 2017) and
CUHK-SYSU (Xiao et al. 2017). CUHK-SYSU is a large-
scale person search dataset, providing 18,184 images and
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Backbone | mAP Top-1

ResNet50 | 42.67—47.08 (110.3%) 81.33—84.00
ResNetl18 | 35.87—39.79 (110.9%) 77.43—79.76
ShuffleNet | 34.29—40.98 (119.5%) 78.07—80.74

Table 1: Performance gain of NAE (Chen et al. 2020c) with
different pre-trained backbones. A—B: A refers to the per-
formance using ImageNet pre-trained model, while B is that
using our pre-trained model. The number after 1 is relative
improvement.

8,432 individuals, with some images sourced from movie
snapshots and others from street/city scenes. The training
set consists of 11,206 images and 5,532 identities, while
the testing data contains 6,978 gallery images with 2,900
query persons. Instead of using the entire testing set as a
gallery, we follow the standard protocols with gallery sizes
ranging from 50 to 4,000. We use the default gallery size
of 100 in our experiments unless otherwise specified. PRW
includes 11,816 images captured with six cameras on a uni-
versity campus. It provides 5,134 training images with 482
identities while the testing set includes 2,057 different query
persons and 6,112 gallery images. We use all gallery im-
ages as the search space for each query person. In addition
to these two standard datasets, there is a new dataset, Pose-
Track21 (Doering et al. 2022), that can be used for per-
son search. It consists of 42,861 training images with 5,474
different individuals, and 19,935 gallery images with 1,313
query individuals. Unlike the above datasets, the queries in
PoseTrack21 may contain multiple individuals in cases of
occlusion.

Evaluation Metrics. mAP and Top-k cumulative match-
ing characteristics are the performance metrics for person
search. The mAP metric refers to the accuracy and matching
rate of searching a query person from the gallery images.
The Top-k score reflects the percentage of queries for which
at least one of the k£ most similar proposals succeeds in the
re-ID matching step.

Analysis

In this section, we conduct a series of analyses on our
method. Unless otherwise specified, our pre-training method
is trained on five datasets with a total of 106,784 images, in-
cluding CrowdHuman, ECP, MSMT17, CUHKO3 and LU-
Person30k datasets. All experiments in this subsection use
PRW as the target dataset for verification unless otherwise
specified.

Generalizable to different backbones We apply our
pre-training method on top of different backbones:
ResNet18 (He et al. 2016), ResNet50 (He et al. 2016), Shuf-
fleNet (Zhang et al. 2018), and provide three pre-trained
models to a method NAE. As shown in Tab. 1, compared
to ImageNet pre-trained models, our pre-trained models
achieve more than 10% relative improvements w.r.t. mAP
across three different backbones, and especially the gain is
up to 19.5% for ShuffleNet. These consistently significant
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our pre-trained
model w/o heads

. our pre-trained
model w/ heads

ImageNet
pre-trained model
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Figure 5: Performance comparison for NAE (Chen et al.
2020c) with different pre-trained models on PRW dataset.
By using only 60% of target data, our pre-trained model out-
performs the ImageNet pre-trained model trained on all an-
notations.

Method \ mAP Top-1
NAE 42.67—47.08 (14.41) 81.33—84.00 (12.67)
AlignPS  |45.90-549.14 (13.24) 81.90—583.56 (11.66)

ROI-AlignPS|51.84—54.47 (12.63) 85.48—86.56 (11.08)

Table 2: Performance gain of different person search meth-
ods using our pre-trained model instead of ImageNet model.
A—B: A refers to the performance using ImageNet pre-
trained model, while B is that using our pre-trained model.

improvements demonstrate our pre-training approach well
generalizes to various backbones.

Beneficial for different methods and datasets We also
feed our pre-trained model (ResNet50) to different person
search methods for initialization, including an anchor-based
method (NAE (Chen et al. 2020c¢)), an anchor-free method
(AlignPS (Yan et al. 2021)) and ROI-AlignPS (Yan et al.
2023) (mixing NAE and AlignPS). As shown in Tab. 2,
all methods improve significantly over its counterpart us-
ing ImageNet pre-trained model, w.r.t. both mAP and Top-1
accuracy. It is notable that NAE surpasses AlignPS when
switched to our pre-trained model. Even for a very strong
method ROI-AlignPS, the improvement is still impressive,
i.e. ~3pp w.r.t. mAP. These results indicate that our pre-
trained models are beneficial to various methods.

Due to ROI-AlignPS (Yan et al. 2023) is the current avail-
able state-of-the-art one-stage method, we use it as baseline
and fine-tune it on different datasets. As shown in Tab. 3,
the results with our pre-trained models are better than those
with ImageNet pre-trained models.

Requiring less target training data We observe the per-
formance of NAE when less target training data is used for
fine-tuning. From Fig. 5, we have the following observa-
tions: (1) When using our pre-trained model, it outperforms
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Dataset \ mAP Top-1

PRW 51.84—54.47 85.48—86.56
CUHK-SYSU [95.33—95.38 95.76—96.03
PoseTrack21 [59.21—63.62 82.10—87.13

Table 3: Performance gain of ROI-AlignPS (Yan et al. 2023)
on different datasets using our pre-trained model instead of
ImageNet model. A—B: A refers to the performance using
ImageNet pre-trained model, while B is that using our pre-
trained model.

Operation | mAP  Top-1

random_paste | 46.49 83.36
expand_resize | 47.08 84.00

Table 4: NAE performance (Chen et al. 2020c) of us-
ing different re-ID data operation in data unification. “ran-
dom _paste”: paste a re-ID image randomly on a fixed size
canvas. “expand_resize”: put re-ID image on a canvas of dif-
ferent ratios of original image and resize to a fixed size.

its counterpart using the ImageNet pre-trained model by a
large margin when different amounts of target data are used
for fine-tuning. (2) Our pre-trained NAE surpasses its Ima-
geNet pre-trained counterpart, when using only 60% of the
target data. (3) When we initialize the entire model (includ-
ing both backbones and heads) with our pre-trained model,
the performance gain is larger than that solely initializes
backbone, parameters, which is consistent with (Bar et al.
2022). These results demonstrate our pre-training model
provides a better initialization so that the person search
method requires much less target data for fine-tuning to
achieve comparable performance.

Effect of re-ID data operation in data unification Multi-
scale matching problem is an underlying challenge of per-
son search (Lan, Zhu, and Gong 2018b). We obtain a scale-
invariant feature through pre-training by placing re-ID im-
ages on canvases of different proportions and resizing them
to a fixed size, which helps alleviate the matching problem.
We refer to our approach as “expand_resize” and the opera-
tion of randomly pasting re-ID images onto a fixed-size can-
vas as “random_paste”. As shown in Tab. 4, we validate the
effectiveness of “expand_resize”.

Impact of our IAM We further investigate the effect of
our proposed IAM module, which alleviates domain dis-
crepancy by feature alignment. From Fig. 6, we can see that:
(1) When we use more datasets for pre-training, the perfor-
mance gain becomes smaller, from 2.12pp for 4 datasets to
0.6pp for 5 datasets. (2) By employing our IAM, the perfor-
mance gain grows at different number of datasets.

It is possible to perform both intra-task and inter-task
alignment to alleviate domain discrepancy. We study their
effects by adding them one by one. From Tab. 5, we can see
that intra-task alignment achieves 47.08pp w.r.t. mAP, yet
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our pre-trained model
(pre-training without ITAM)

our pre-trained model
(pre-training with IJAM)

: {CrowdHuman, MSMT17} |
: {CrowdHuman, MSMT17, |
i ECP, CUHKO03} |
i 5: {CrowdHuman, MSMT17, ‘
i ECP, CUHKO3, i
LUPerson30k} i

NN

43

2(47,621)  4(76,784) 5(106,784)
Number of datasets (images)

Figure 6: Effect of IAM with increasing pre-training
datasets.

intra-task AMs (IAMs)

v
v

inter-task AM | mAP Top-1

47.08 84.00
46.53 83.16

v

Table 5: Effects of intra-task alignment module (IAM) and
inter-task alignment module.

inter-task alignment shows a negative effect by dropping the
performance slightly. The reason is that different tasks are
of different optimization goals, and thus it is unfavorable to
align the features across two tasks. Based on the above ob-
servations, we only use intra-task alignment in our method.

Comparison with SOTA Methods

In this section, the backbones of all the methods are the
ResNet50. We compare our method with the one-stage
methods OIM (Xiao et al. 2017), NPSM (Liu et al. 2017),
RCAA (Chang et al. 2018), CTXG (Yan et al. 2019),
QEEPS (Munjal et al. 2019), HOIM (Chen et al. 2020a),
BINet (Dong et al. 2020a), NAE (Chen et al. 2020c),
PGA (Kim et al. 2021), SeqNet (Li and Miao 2021),
AGWF (Han, Ko, and Sim 2021), AlignPS (Yan et al.
2021), PSTR (Cao et al. 2022), COAT (Yu et al. 2022),
ROI-AlignPS (Yan et al. 2023) and two-stage methods
DPM+IDE (Zheng et al. 2017), CNN+CLSA (Lan, Zhu, and
Gong 2018a), FPN+RDLR (Han et al. 2019), IGPN (Dong
et al. 2020b), OR (Yao and Xu 2020), TCTS (Wang et al.
2020) on the common CUHK-SYSU dataset (Xiao et al.
2017) and PRW dataset (Zheng et al. 2017).

Results on CUHK-SYSU and PRW datasets. As shown
in Tab. 6, we achieve 95.4pp and 96.0pp w.r.t. mAP and
Top-1 scores respectively, establishing a state-of-the-art per-
formance on CUHK-SYSU dataset. Due to the large size
of the CUHK-SYSU dataset and the relatively small num-
ber of gallery samples for each query, it is relatively easy to
achieve saturation performance on this dataset. As a result,
our method only surpasses the baseline (i.e. ROI-AlignPS)
by 0.1pp. In contrast, the PRW dataset has less training
data and a larger gallery, resulting in a significant perfor-
mance degradation. However, our method achieves 54.5pp
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Methods ICUHK-SYSU| PRW
|[mAP Top-1 |mAP Top-1
DPM+IDE - - 20.5 48.3
o |CNN+CLSA 87.2 885 [38.7 65.0
P FPN+RDLR 93.0 942 [429 70.2
z IGPN 903 914 |47.2 87.0
= |OR 923 938 |523 715
=ItCTs 939 951 |468 875
OIM 75.5 78.7 |21.3 494
NPSM 779 81.2 242 53.1

RCAA 79.3 81.3 - -
CTXG 84.1 86.5 |33.4 73.6
QEEPS 88.9 89.1 |37.1 76.7
HOIM 89.7 90.8 [39.8 80.4
BINet 90.0 90.7 |45.3 81.7
NAEf 91.5 924 427 81.3
&|PGA 923 947 [44.2 85.2
£|SeqNet 93.8 94.6 |46.7 83.4
2 AGWF 933 942 |533 87.7
© |AlignPS 93.1 934 |459 81.9
PSTR 93.5 950 |495 87.8
COAT 942 947 |459 81.9
ROI-AlignPS+ 953 958 |51.8 85.5
|ROI-AlignPS w/ ours| 95.4  96.0 |54.5 87.6

Table 6: Comparison with state-of-the-art methods on
CUHK-SYSU and PRW datasets. Best results are bold
and the second results are underlined. 1 refers to our re-
implementation.

w.r.t. mAP on the PRW dataset, obtaining an improvement
of 2.7pp over the baseline ROI-AlignPS+.

Conclusion

In this work, we focus on designing a specific pre-training
method for the person search task. Considering the lack of
large-scale person search datasets, we employ its sub-task
(pedestrian detection and re-ID) datasets for pre-training and
propose a unified framework to handle those datasets with
and without labels, as well as large domain gaps. Specif-
ically, our proposed method consists of a hybrid learning
paradigm that handles data with different kinds of super-
visions, and an intra-task alignment module that alleviates
domain discrepancy under limited resources. We validate
the effectiveness of our approach by providing insightful
analyses from different perspectives. Additionally, we pro-
vide better pre-trained models than ImageNet ones for the
person search community, which can be simply loaded by
various methods for initialization to achieve higher perfor-
mance. We use 106,784 images (20x larger than the data in
the PRW dataset) for pre-training. As shown in Fig. 6, the
performance of our approach continues to improve with an
increasing number of pre-training images. We will use more
data to pre-train a more powerful model in the future.
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