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Abstract

Given a composite image with photographic object and
painterly background, painterly image harmonization targets
at stylizing the composite object to be compatible with the
background. Despite the competitive performance of exist-
ing painterly harmonization works, they did not fully lever-
age the painterly objects in artistic paintings. In this work, we
explore learning from painterly objects for painterly image
harmonization. In particular, we learn a mapping from back-
ground style and object information to object style based on
painterly objects in artistic paintings. With the learnt map-
ping, we can hallucinate the target style of composite object,
which is used to harmonize encoder feature maps to produce
the harmonized image. Extensive experiments on the bench-
mark dataset demonstrate the effectiveness of our proposed
method.

1 Introduction
Compositing multiple regions from different images is a fun-
damental photo editing technique. However, when pasting
the foreground object extracted from one image on another
background image, there may exist style inconsistency be-
tween foreground and background. To address such style in-
consistency, myriads of image harmonization methods (Tsai
et al. 2017; Cong et al. 2020; Ling et al. 2021) have been
developed to match the illumination information between
foreground and background. Nevertheless, they are less ef-
fective when the foreground object is extracted from a pho-
tographic image and the background is an artistic painting,
because complex styles (color, texture, pattern, strokes) need
to be matched between foreground and background. Image
harmonization with photographic object and painterly back-
ground is called painterly image harmonization (Luan et al.
2018), which has only received limited attention.

The existing painterly image harmonization methods can
be roughly divided into optimization-based methods (Luan
et al. 2018; Zhang, Wen, and Shi 2020) and feed-forward
methods (Peng, Wang, and Wang 2019; Cao, Hong, and
Niu 2023; Yan et al. 2022). Optimization-based methods
update the composite object iteratively to minimize the de-
signed losses, which is too slow for real-time application.
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Figure 1: (a) The background image with two marked query
patches (red and blue). We show the similarity maps of two
query patches based on VGG-19 (Simonyan and Zisserman
2015) features. (b) The composite image with two inserted
foreground objects. (c) The ideal harmonized image.

In contrast, feed-forward methods pass the composite image
through the network only once to produce a harmonized im-
age, which is much more efficient than optimization-based
methods. To name a few, (Peng, Wang, and Wang 2019) in-
troduced AdaIN (Huang and Belongie 2017) to adjust the
style of composite object. (Cao, Hong, and Niu 2023) ex-
plored harmonizing the composite image in both spatial do-
main and frequency domain. Some diffusion model based
methods (Meng et al. 2021; Hachnochi et al. 2023) for cross-
domain image composition can also be applied to this task.
However, the harmonized objects may still look unnatural
on the painterly background.

One factor that hinders painterly image harmonization is
the absence of ground-truth harmonized objects, but we can
learn what an object in an artistic painting should be like
based on the existent painterly objects in the artistic paint-
ings. Therefore, this work explores learning from painterly
objects, which is substantially overlooked by previous works
(Luan et al. 2018; Peng, Wang, and Wang 2019; Cao, Hong,
and Niu 2023; Yan et al. 2022). The key insight of our work
is hallucinating the target style of composite object. Previous
works (Peng, Wang, and Wang 2019; Cao, Hong, and Niu
2023) migrate the global style of painterly background to the
composite object using AdaIN (Huang and Belongie 2017),
during which the style is represented by the feature statis-
tics (mean, variance) in pretrained VGG-19 (Simonyan and
Zisserman 2015) encoder. Nevertheless, the styles of differ-
ent regions/objects in an artistic painting could vary consid-
erably. As shown in Figure 1(a), we divide the whole im-
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age into 16 patches and extract the style vectors (mean/vari-
ance of VGG-19 encoder features) of all patches. We calcu-
late their pairwise similarity based on style vectors. Given
each query patch, we display a similarity map containing
the similarities between this query patch and all patches. The
patches with high similarity values have similar visual styles
with the query patch. According to the similarity map, we
can see that the style vector has prominent locality property,
that is, the style vectors of various regions in the same image
could be dramatically distinct. Therefore, when compositing
different objects (e.g., house, boat) at different locations on
the background, they should be harmonized to different tar-
get styles (see Figure 1(b) and (c)).

To achieve the goal of target style hallucination, we learn
a mapping module based on painterly objects, which maps
background style and object feature to object style. The ob-
ject features are supposed to contain the useful conditional
information (e.g., color, semantics, local context) for adapt-
ing background style to object style. With the learnt mapping
module, we attempt to hallucinate the target style of com-
posite object based on its object feature and the background
style. Intuitively, the mapping module answers the following
question: “given a painterly background, if its painter draws
a specific object at this location, what should it look like?”

However, one critical issue is the domain gap of ob-
ject features between photographic objects and painterly ob-
jects, so that the mapping module trained on painterly ob-
jects cannot work well on composite objects. We have tried
unsupervised manner like adversarial learning (Goodfellow
et al. 2020) to bridge the domain gap, but the performance
is far from satisfactory. Therefore, we choose to annotate
pairs of similar photographic objects and painterly objects.
Given an artistic painting with a painterly object, we retrieve
and annotate photographic objects which are similar to this
painterly object, leading to abundant triplets (artistic paint-
ing, painterly object, photographic object). In each triplet,
we refer to the painterly object (resp., artistic painting) as the
reference object (resp., reference image) of the photographic
object. We put the photographic object within the bounding
box of reference object in the reference image, resulting in a
composite image (see Figure 3). In this way, we can acquire
abundant pairs of composite images and reference images,
in which the composite object feature should be close to ref-
erence object feature and the hallucinated style of compos-
ite object should be close to reference object style. With the
above assumptions, we design a novel network with map-
ping module, and train it using pairs of composite images
and reference images.

Our major contributions can be summarized as follows. 1)
We explore learning from painterly objects in the painterly
image harmonization task, which has never been studied be-
fore. 2) We design a novel network with mapping module,
which can hallucinate the target style of composite object
based on the background style and object feature. 3) We
will release our annotated reference images/objects, which
would greatly benefit the future research of painterly im-
age harmonization. 4) Extensive experiments on COCO (Lin
et al. 2014) and WikiArt (Nichol 2016) demonstrate the ef-
fectiveness of our proposed method.

2 Related Work
2.1 Image Harmonization
Image harmonization aims to harmonize a composite image
by adjusting foreground illumination to match background
illumination. In recent years, abundant deep image harmo-
nization methods (Tsai et al. 2017; Jiang et al. 2021; Xing
et al. 2022; Peng et al. 2022; Zhu et al. 2022; Valanarasu
et al. 2023; Liu et al. 2023) have been developed. For ex-
ample, (Cun and Pun 2020; Hao, Iizuka, and Fukui 2020;
Sofiiuk, Popenova, and Konushin 2021) proposed diverse
attention modules to treat the foreground and background
separately, or establish the relation between foreground and
background. (Cong et al. 2020, 2021; Ling et al. 2021; Hang
et al. 2022) directed image harmonization to domain transla-
tion or style transfer by treating different illumination con-
ditions as different domains or styles. (Guo et al. 2021a,b,
2022) decomposed an image into reflectance map and illu-
mination map. More recently, (Cong et al. 2022; Ke et al.
2022; Liang, Cun, and Pun 2022; Xue et al. 2022; Guerreiro,
Nakazawa, and Stenger 2023; Wang et al. 2023) used deep
network to predict color transformation, striking a good bal-
ance between efficiency and effectiveness.

However, most image harmonization methods only adjust
illumination and require ground-truth supervision, which is
unsuitable for painterly image harmonization.

2.2 Painterly Image Harmonization
Different from Section 2.1, in painterly image harmoniza-
tion, the foreground is a photographic object while the back-
ground is artistic painting. The goal of painterly image har-
monization is adjusting the foreground style to match back-
ground style and preserving the foreground content. The ex-
isting methods (Luan et al. 2018; Zhang, Wen, and Shi 2020;
Peng, Wang, and Wang 2019) can be roughly categorized
into optimization-based methods (Luan et al. 2018; Zhang,
Wen, and Shi 2020) and feed-forward methods (Peng, Wang,
and Wang 2019). The optimization-based methods (Luan
et al. 2018; Zhang, Wen, and Shi 2020) iteratively optimize
over the composite foreground to minimize the designed
loss functions. The feed-forward methods (Peng, Wang, and
Wang 2019; Yan et al. 2022; Cao, Hong, and Niu 2023)
send the composite image through the harmonization net-
work once and generate the harmonized image. Some dif-
fusion model based methods (Meng et al. 2021; Hachnochi
et al. 2023) for cross-domain image composition can also
harmonize the composite image.

Our proposed method belongs to feed-forward methods.
Different from previous works (Peng, Wang, and Wang
2019; Yan et al. 2022; Cao, Hong, and Niu 2023), we ex-
plore learning from painterly objects to hallucinate the target
styles of composite objects.

2.3 Artistic Style Transfer
Artistic style transfer (Kolkin, Salavon, and Shakhnarovich
2019; Jing et al. 2020; Chen et al. 2021, 2017; Sanakoyeu
et al. 2018; Wang et al. 2020; Li et al. 2018; Chen and
Schmidt 2016; Sheng et al. 2018; Gu et al. 2018; Zhang et al.
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2019; Chen et al. 2022; Huo et al. 2021) targets at recompos-
ing a content image in the style of a style image. Amounts of
works (Huang and Belongie 2017; Li et al. 2017) focus on
global style transfer. Recently, some works (Park and Lee
2019; Liu et al. 2021; Deng et al. 2022) turn to fine-grained
local style transfer by establishing local correspondences be-
tween content image and style image. For example, non-
local attention mechanism was adopted in SANet (Park and
Lee 2019) to attentively transfer style features to content fea-
tures. AdaAttN (Liu et al. 2021) proposed novel attentive
normalization by combining AdaIN (Huang and Belongie
2017) and SANet (Park and Lee 2019). StyTr2 (Deng et al.
2022) applied transformer architecture to capture patch-wise
features to solve content leak issue.

The motivation of local style transfer (Elad and Milanfar
2017; Li and Wand 2016; Park and Lee 2019; Huo et al.
2021) is seeking for relevant regions in the style image for a
given content image and transferring the corresponding local
style. Nevertheless, the existence of relevant regions is ques-
tionable, and the methods may not find the relevant regions
accurately (see Section 4.2).

3 Our Method
We suppose that a composite image Ic is obtained by
pasting a photographic object on the painterly background.
Painterly image harmonization aims to transfer the style
from painterly background to composite object while pre-
serving the content of composite object, resulting in a har-
monized image Ĩh. To learn from painterly objects in artistic
paintings, we first build a training set with pairs of com-
posite images Ic and reference images Ip. Then, we de-
sign a network which could be trained on paired training
images. Our network is based on U-Net (Ronneberger, Fis-
cher, and Brox 2015) structure with skip connections, with
our designed ObAdaIN module inserted into the bottleneck
and skip connections. The ObAdaIN module aims to halluci-
nate the target style of composite object. We name our con-
structed training data as Arto (Artistic Object) dataset and
our method as ArtoPIH (Painterly Image Harmonization).
Next, we will introduce our Arto dataset in Section 3.1 and
our ArtoPIH in Section 3.2.

3.1 Training Data Preparation
Based on 57, 025 artistic paintings in the training set of
WikiArt (Nichol 2016), we use off-the-shelf object detection
model (Wu et al. 2019) pretrained on COCO (Lin et al. 2014)
dataset to detect objects in artistic paintings. Despite the do-
main gap between artistic paintings and photographic im-
ages, we detect 34, 570 painterly objects. For each painterly
object, we first retrieve 100 photographic objects with sim-
ilar appearance and semantics automatically (see details in
the Supplementary).

However, the retrieved photographic objects are very
noisy, so we ask annotators to manually remove those
dissimilar photographic objects. After filtering, we have
33, 294 painterly objects associated with similar photo-
graphic objects. Each painterly object has an average of 9.83
similar photographic objects, leading to a total of 327, 181

triplets (artistic painting Ip, painterly object, photographic
object). In each triplet, we refer to the painterly object (resp.,
artistic painting) as the reference object (resp., reference im-
age) of the photographic object. As illustrated in Figure 3,
we put the photographic object within the bounding box of
reference object in the reference image, producing a com-
posite image Ic with foreground mask M c. Therefore, we
have in total 327, 181 training image pairs {Ic, Ip}.

3.2 Our Network Structure

We employ the encoder and decoder structures in (Huang
and Belongie 2017) as our backbone, in which the encoder is
pretrained VGG-19 (Simonyan and Zisserman 2015) and the
decoder is symmetric structure of encoder. We only use the
layers up to ReLU-4 1 of VGG-19 as our encoder, which are
fixed to extract multi-scale encoder features. The encoder is
divided into four encoder layers, which are up to ReLU-1 1,
ReLU-2 1, ReLU-3 1, and ReLU-4 1 respectively. We add
skip connections for the first three encoder layers.

We feed composite image Ic into the encoder to extract
the feature map F c

l of l-th layer for l ∈ {1, 2, 3, 4}. Sim-
ilarly, we also feed its reference image Ip with reference
object into the encoder to extract the feature map F p

l of l-th
layer for l ∈ {1, 2, 3, 4}. Previous works on painterly image
harmonization (Peng, Wang, and Wang 2019; Cao, Hong,
and Niu 2023) usually apply vanilla Adaptive Instance Nor-
malization (AdaIN) (Huang and Belongie 2017) to the en-
coder feature maps, by aligning the feature statistics (mean,
standard deviation) of foreground feature map with those of
background feature map. As the feature statistics represent
the style information, the composite object would be ren-
dered with the background style.

However, the background style may not be the ideal tar-
get style for the composite object, considering the diversi-
fied local styles within the same image and the unique prop-
erty (e.g., color, semantics, local context) of composite ob-
ject. In this work, we attempt to hallucinate the ideal target
style of composite object by considering background style
and object information. To achieve this goal, we design a
novel Object-aware AdaIN (ObAdaIN) module to replace
the vanilla AdaIN operation.

Domain-Invariant Object Feature: Our ObAdaIN mod-
ule requires the object feature of foreground object, which
contains the necessary conditional information for adapting
background style to object style.

Given a training image pair {Ic, Ip}, the composite ob-
ject in Ic is photographic object but the reference object in
Ip is painterly object, so their object features f̂ c,o and f̂p,o

belong to two different domains. As shown in Figure 2, we
first project feature maps F p

4 and F c
4 to a common domain

through a projection module P , yielding F̂ p and F̂ c respec-
tively. Then, we perform average pooling within the fore-
ground region on F̂ p (resp., F̂ c) to get the object feature
f̂p,o (resp., f̂ c,o).

Since the composite object and its reference object have
similar appearance and semantics, we push close f̂p,o and
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Figure 2: The illustration of our network structure. Given a pair of composite image Ic and painterly image Ip, we pass them
through pretrained VGG-19 (Simonyan and Zisserman 2015) encoder and projection module P to get object features f̂ c,o

and f̂p,o respectively. We insert our designed ObAdaIN modules into skip connections and bottleneck, which harmonize the
encoder feature maps of Ic. The harmonized encoder feature maps are delivered to the decoder to produce the harmonized
image Ĩh. In the ObAdaIN module in the l-th layer, the mapping module Ml learns a mapping from background style sp,bl

(resp., sc,bl ) and object feature f̂p,o (resp., f̂ c,o) to object style s̃p,ol (resp., s̃c,ol ) for painterly (resp., composite) object.

f̂ c,o using the following loss:

Lobj = ∥f̂p,o − f̂ c,o∥2. (1)

By pulling close the object features of similar objects
from two domains, we enforce the extracted object features
to be domain-invariant.

ObAdaIN Module: With extracted domain-invariant ob-
ject features, our ObAdaIN module learns a mapping from
background style and object feature to object style. The ar-
chitecture of ObAdaIN is shown in Figure 2.

By taking the reference image Ip and the l-th encoder
layer as an example, we have the feature map F p

l . We extract
the background style vector sp,bl = [µp,b

l ,σp,b
l ], in which

µp,b
l (resp., σp,b

l ) is channel-wise mean (resp., standard de-
viation) of background feature map.

We concatenate the background style vector sp,bl with ob-
ject feature f̂p,o, which are sent to a mapping module Ml

to generate the object style vector s̃p,ol . The above process
can be represented by s̃p,ol = Ml(s

p,b
l , f̂p,o). For the refer-

ence object in Ip, we can obtain its ground-truth style vector
sp,ol by calculating the channel-wise mean and standard de-
viation of foreground feature map. We use sp,ol to supervise
s̃p,ol as follows,

Lp
map = ∥s̃p,ol − sp,ol ∥2. (2)

Compared with Ip, its paired composite image Ic has
similar foreground object, the same background, and the
same foreground placement (bounding box). Therefore, we
assume that the ideal target style of composite object should
be close to reference object style sp,ol . Specifically, given
Ic, we extract its background style vector sc,bl and object
feature f̂ c,o in a similar way to Ip. Then, we can have
s̃c,ol = Ml(s

c,b
l , f̂ c,o), which is supervised by sp,ol :

Lc
map = ∥s̃c,ol − sp,ol ∥2. (3)

Next, we use the hallucinated style vector s̃c,ol =
[µ̃c,o

l , σ̃c,o
l ] to harmonize the composite image Ic. By denot-

ing the foreground (resp., background) feature map in F c
l as

F c,o
l (resp., F c,b

l ), we apply AdaIN to adjust F c,o
l as fol-

lows,

F̃ c,o
l = σ̃c,o

l

F c,o
l − µ(F c,o

l )

σ(F c,o
l )

+ µ̃c,o
l , (4)

in which µ(·) (resp., σ(·)) means calculating the mean
(resp., standard deviation) of the specified feature map. The
adjusted foreground feature map F̃ c,o

l is combined with the
unchanged background feature map F c,b

l to form the harmo-
nized feature map F̃ c

l .
The harmonized feature maps of all encoder layers are

sent to the decoder to produce the harmonized image Ih.
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Figure 3: The illustration of constructing training image
pairs {Ip, Ic}. Given a photographic object (outlined in yel-
low), we have a reference object (outlined in yellow) with
similar color and semantics in the reference image Ip. We
put the photographic object within the bounding box of ref-
erence object, resulting in a composite image Ic.

Similar to (Cao, Hong, and Niu 2023), we also adopt blend-
ing layer to combine the output image Ih and the composite
image Ic with predicted soft blending mask, giving rise to
the final harmonized image Ĩh.

For the harmonized image Ĩh, we expect its object style
to match the reference object style sp,ol , and thus design the
style loss accordingly:

Lsty =
4∑

l=1

∥µ
(
ϕl(Ĩ

h) ◦M c
)
− µp,o

l ∥2

+
4∑

l=1

∥σ
(
ϕl(Ĩ

h) ◦M c
)
− σp,o

l ∥2, (5)

where each ϕl(·) denotes the l-th encoder layer in VGG-
19 (Simonyan and Zisserman 2015) encoder, ◦ means
element-wise product.

We use content loss (Gatys, Ecker, and Bethge 2016) to
ensure that the foreground content is maintained:

Lcon =
∥∥∥ϕ4(Ĩ

h)− ϕ4(I
c)
∥∥∥2 , (6)

in which ϕ4(·) has been defined in Eqn. 5.
The total loss can be written as

Ltotal = Lobj+λ(Lp
map+Lc

map)+Lsty+Lcon, (7)

in which the hyper-parameter λ is empirically set as 10.

4 Experiments
4.1 Datasets and Implementation Details
We conduct experiments on COCO (Lin et al. 2014) and
WikiArt (Nichol 2016). The details are left to Supplemen-
tary. Our network is implemented using Pytorch 1.10.0 and
trained using Adam optimizer with learning rate of 1e−4 on

ubuntu 20.04 LTS operation system, with 128GB memory,
Intel(R) Xeon(R) Silver 4116 CPU, and one GeForce RTX
3090 GPU. For the encoder and decoder structure, we fol-
low (Cao, Hong, and Niu 2023). For P module, we use one
residual block (He et al. 2016). For Ml module in the l-th en-
coder layer, we stack three ResMLP Layers (Touvron et al.
2023), in which the intermediate dimension is equal to the
dimension of style vector in the l-th layer.

4.2 Comparison with Baselines
We compare with two groups of baselines: artistic style
transfer methods and painterly image harmonization meth-
ods. Since the standard image harmonization methods intro-
duced in Section 2.1 only adjust the illumination statistics
and require ground-truth images as supervision, they are not
suitable for painterly image harmonization.

For the first group of baselines, we first use artistic style
transfer methods to stylize the entire photographic image
according to the painterly background, and then paste the
stylized photographic object on the painterly background.
We compare with typical or recent style transfer meth-
ods: SANet (Park and Lee 2019), AdaAttN (Liu et al.
2021), StyTr2 (Deng et al. 2022), QuantArt (Huang et al.
2023), INST (Zhang et al. 2023). For the second group of
baselines, we compare with SDEdit (Meng et al. 2021),
CDC (Hachnochi et al. 2023), E2STN (Peng, Wang, and
Wang 2019), DPH (Luan et al. 2018), PHDNet (Cao, Hong,
and Niu 2023).

Visualization Results: The comparison with the first
group of baselines is shown in the upper part in Figure 4. We
can see that the harmonized objects generated by our method
look more natural and compatible with the background. In
row 1, one interesting observation is that the vases harmo-
nized by different methods have different colors. One possi-
ble reason is that SANet, AdaAttN, and StyTr2 seek for the
relevance between composite object and different regions in
the painterly background, and transfer the local style of rele-
vant region to the composite object. However, there may not
exist relevant regions in the painterly background. Even if
relevant regions exist, they may not accurately attend to the
relevant regions. In contrast, we hallucinate the target style
based on background style and object information. Our har-
monized vase maintains the object color and also has back-
ground texture, while the baseline results are over-smooth
without compatible textures or losing some structure details
(e.g., vase neck). In row 2, the harmonized faces from base-
line methods all have corrupted structures, while our method
preserves the facial structure well. This might be because
that our model learns from abundant painterly person in
artistic paintings and the hallucinated target style is able to
preserve the facial structure.

The comparison with the second group of baselines is
shown in the lower part in Figure 4. In row 1, our harmo-
nized dog has more harmonious color and compatible tex-
ture with the background, while the baseline results are cor-
rupted or overdark. In row 2, our harmonized fruits have
more suitable color and textures, and thus look more visually
pleasant than the baseline results. More visualization results
can be found in Supplementary.
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Figure 4: In the upper part, we compare with style transfer baselines SANet (Park and Lee 2019), AdaAttN (Liu et al. 2021),
StyTr2 (Deng et al. 2022), QuantArt (Huang et al. 2023), INST (Zhang et al. 2023). In the lower part, we compare with
painterly image harmonization baselines SDEdit (Meng et al. 2021), CDC (Hachnochi et al. 2023), E2STN (Peng, Wang, and
Wang 2019), DPH (Luan et al. 2018), PHDNet (Cao, Hong, and Niu 2023).

Method B-T score Time(s) FLOPs(G)
SANet -0.365 0.0097 43.32

AdaAttN -0.535 0.0115 49.64
StyTr2 0.149 0.0504 39.74

QuantArt 0.336 0.1031 133.34
Inst -0.762 2.2996 3378.43

SDEdit -0.654 2.1321 3164.52
CDC 0.204 2.3427 3299.81

E2STN -0.152 0.0079 29.28
DPH 0.340 55.24 -

PHDNet 0.485 0.0321 158.41
ArtoPIH 0.953 0.0258 40.03

Table 1: The comparison between different methods.

User Study: Following (Cao, Hong, and Niu 2023), we
also conduct user study to compare different methods. We
randomly select 100 content images from COCO and 100
style images from WikiArt to generate 100 composite im-
ages. We compare the harmonized results generated by 10
baselines and our ArtoPIH.

Specifically, for each composite image, we obtain 11 har-
monized outputs and use every two images from these 11
images to construct image pairs. With 100 composite im-

ages, we construct 5500 image pairs. Then, we invite 100
participants to watch one image pair each time and choose
the better one. Finally, we collect 550, 000 pairwise re-
sults and calculate the overall ranking of all methods using
Bradley-Terry (B-T) model (Bradley and Terry 1952; Lai
et al. 2016). The B-T score results are summarized in Ta-
ble 1, in which our method achieves the highest B-T score.

Efficiency Analyses: For efficiency comparison, we re-
port the inference time and FLOPs. We evaluate with the
image size 256 × 256 and the inference time is averaged
over 100 test images on a single RTX 3090 GPU. The
optimization-based method DPH is time-consuming, due to
iteratively updating the input composite image. Diffusion-
based methods are much slower than the other feed-forward
methods, which limits their real-world applicability. Our
method is relatively efficient compared with the competitive
baselines (Cao, Hong, and Niu 2023; Luan et al. 2018).

4.3 Hallucinated Object Style
To intuitively demonstrate the effectiveness of our halluci-
nated object styles, we sample some photographic objects in
the test set and find their reference painterly objects in the
test set, similar to the process of constructing training image
pairs (see Section 3.1). Specifically, given a photographic
object and a painterly object in a painterly image, we can
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Figure 5: From left to right, we show the reference image, the mask of reference object, the composite image, the mask of
composite object, and the harmonized results obtained using different style vectors. “BG” uses background style vector, “RO”
uses reference object style vector, and “Ours” uses our hallucinated style vector.

obtain a composite image as illustrated in Figure 3, followed
by calculating the L2 distance between the composite object
feature f̂ c,o and painterly object feature f̂p,o. For each pho-
tographic object, we retrieve its nearest painterly object as
reference object and the corresponding painterly image as
reference image. In Figure 5, we show several examples of
photographic objects and the retrieved reference objects. It
can be seen that the photographic objects have similar color
and semantics with their reference objects, which verifies the
effectiveness of our learnt domain-invariant object features.

Based on the composite image composed by the photo-
graphic object and its reference image, we further adjust the
shape of photographic object to fully cover the reference ob-
ject in the reference image, to exclude the influence of ref-
erence object. Then, based on our trained model, we apply
three types of style vectors to the composite object to get the
harmonized images. The first one is the background style
vector sc,bl . The second one is the style vector sp,ol of ref-
erence object. The third one is our hallucinated style vec-
tor s̃c,ol . We apply the above three style vectors to the fore-
ground feature map using AdaIN operation. The obtained
harmonized images are denoted as “BG”, “RO”, and “Ours”
respectively, as shown in Figure 5. The harmonized results
“BG” and “RO” differ a lot, which demonstrates the huge
gap between background style and object style. Directly ap-

plying background style may destroy the original color of
composite object or bring in noticeable artifacts.

Since the composite object and reference object have sim-
ilar object information and background style, the target style
s̃c,ol of composite object is expected to approach the refer-
ence object style sp,ol . Based on Figure 5, the harmonized re-
sults “Ours” are close to “RO”, which proves that our model
can hallucinate ideal target styles.

4.4 More Results in Supplementary
In the supplementary, we will provide ablation study results,
more visual comparison with baselines, and discussion on
failure cases. We will also show the results beyond COCO
(Lin et al. 2014) dataset to demonstrate the generalization
ability of our method across different datasets and different
object categories.

5 Conclusion
In this work, we have explored learning from painterly ob-
jects for painterly image harmonization. Based on the an-
notated pairs of composite images and reference painterly
images, we have succeeded in hallucinating the target style
of composite object, leading to visually pleasing harmo-
nization results. Extensive experiments on the benchmark
dataset have proved the advantage of our proposed ArtoPIH.
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