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Abstract

Text-based person retrieval aims at retrieving a specific
pedestrian image from a gallery based on textual descrip-
tions. The primary challenge is how to overcome the inher-
ent heterogeneous modality gap in the situation of signifi-
cant intra-class variation and minimal inter-class variation.
Existing approaches commonly employ vision-language pre-
training or attention mechanisms to learn appropriate cross-
modal alignments from noise inputs. Despite commendable
progress, current methods inevitably suffer from two defects:
1) Matching ambiguity, which mainly derives from unreli-
able matching pairs; 2) One-sided cross-modal alignments,
stemming from the absence of exploring one-to-many cor-
respondence, i.e., coarse-grained semantic alignment. These
critical issues significantly deteriorate retrieval performance.
To this end, we propose a novel framework termed Adap-
tive Uncertainty-based Learning (AUL) for text-based per-
son retrieval from the uncertainty perspective. Specifically,
our AUL framework consists of three key components: 1)
Uncertainty-aware Matching Filtration that leverages Subjec-
tive Logic to effectively mitigate the disturbance of unreli-
able matching pairs and select high-confidence cross-modal
matches for training; 2) Uncertainty-based Alignment Refine-
ment, which not only simulates coarse-grained alignments
by constructing uncertainty representations but also performs
progressive learning to incorporate coarse- and fine-grained
alignments properly; 3) Cross-modal Masked Modeling that
aims at exploring more comprehensive relations between vi-
sion and language. Extensive experiments demonstrate that
our AUL method consistently achieves state-of-the-art per-
formance on three benchmark datasets in supervised, weakly
supervised, and domain generalization settings. Our code is
available at https://github.com/CFM-MSG/Code-AUL.

Introduction
The text-based person retrieval task (Li et al. 2017; Ding
et al. 2021) aims at locating the specific pedestrian im-
age from a collection of candidates with a provided textual
description query. Compared with the conventional image-
based (Specker, Cormier, and Beyerer 2023) or video-based
person retrieval (Hou et al. 2021), the query of text-based
person retrieval provides a readily accessible and intuitive
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Figure 1. Illustrative examples of existing problems: (a) A
representative failure case of the latest method APTM. (b)
The presence of one-to-many correspondence is evident. (c)
Unreliable matching pairs that stem from large intra-class
variation and minimal inter-class variation.

means for describing the attributes of the target person, mak-
ing it a popular and active area of research. However, ow-
ing to the substantial intra-class variation and minimal inter-
class variation, the text-based person retrieval task faces
increased challenges in overcoming the inherent heteroge-
neous modality gap (Jiang et al. 2022; Li et al. 2023a), which
considerably hampers the overall retrieval performance.

To tackle the above problem, previous methods mainly fo-
cus on cross-modal alignments by the utilization of supple-
mentary information (Zhu et al. 2021) or the incorporation
of diverse attention mechanisms (Suo et al. 2022). More-
over, recent approaches (Jiang and Ye 2023) have been influ-
enced by the capabilities of vision-language pre-training to
enhance representation learning, which can effectively char-
acterize the association between vision and language.

As shown in Figure 1(a), while the mentioned meth-
ods have made advancements, they still suffer from match-
ing ambiguity and one-sided cross-modal alignments, thus
leading to decreased performance and limited generaliza-
tion. Such two problems can be attributed to the follow-
ing aspects: 1) Absence of one-to-many correspondence,
that stems from the limitation of considering only one-to-
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one matching. As shown in Figure 1(b), there indeed ex-
ists the one-to-many correspondence between language and
vision. Specifically, the visual data could thoroughly cap-
ture all the objects yet lack context as in the corresponding
text, and the language could not fully describe every detail
of a scene based on the human-annotated caption. Such in-
stinctive nature leads to the necessity of exploring one-to-
many correspondence between vision and language. 2) Un-
reliable matching pairs, which mainly come from the inher-
ent data noise introduced by the significant intra-class vari-
ation and small inter-class variation. As illustrated in Figure
1(c), the selection of cross-modal matches based solely on
the similarity may be improper. This arises from the fact
that certain negative samples can be erroneously identified
as ground truth due to their similarity with the target image.
These issues collectively diminish the accuracy of cross-
modal matches from different perspectives.

Motivated by the above observation, we propose a novel
framework termed Adaptive Uncertainty-based Learning
(AUL) for text-based person retrieval from the uncertainty
perspective. In detail, as is depicted in Figure 2, it consists of
three key components: 1) Uncertainty-aware Matching Fil-
tration (UMF), which initially employs the Subjective Logic
theory (Jøsang 2016) to model the uncertainty for measuring
the degree of matching ambiguity, termed as matching un-
certainty. Subsequently, it utilizes this uncertainty to adap-
tively assign weights to each training pair, which aims to
prevent the impact of matching ambiguity and select high-
confidence cross-modal matches during the model learn-
ing process. 2) Uncertainty-based Alignment Refinement
(UAR), which not only explores the one-to-many correspon-
dence through the construction of uncertainty representa-
tions but also engages in progressive learning to properly
integrate coarse- and fine-grained alignments. Note that the
concept of one-to-many correspondence can be likened to
coarse-grained alignments. This module adeptly addresses
the deficiency in one-to-many correspondence and guides
the model in gradually acquiring more comprehensive align-
ments, through an easy-to-hard learning approach. 3) Cross-
modal Masked Modeling (CMM) that designs masked sig-
nal modeling with cross-modal interaction, which effec-
tively mines fine-grained relations between image and text.
We evaluate our method on three widely used benchmarks
for text-based person retrieval, i.e., CUHK-PEDES, ICFG-
PEDES, and RSTPReid. The experimental results suggest
that our AUL method significantly outperforms recent state-
of-the-art methods in supervised, weakly supervised, and
domain generalization settings.

Our primary contributions can be summarized as follows:

• By carefully considering the matching uncertainty, we
design an Uncertainty-aware Matching Filtration strat-
egy, which leverages Subjective Logic to adaptively se-
lect high-confidence cross-modal matches and mitigate
the disturbance of unreliable matching pairs for training.

• We propose an Uncertainty-based Alignment Refinement
module, which not only simulates coarse-grained align-
ments by constructing uncertainty representations but
also progressively organizes multi-grained alignments.

• We deploy a Cross-modal Masked Modeling module to
reconstruct both image and text modality signals through
comprehensive cross-modal interaction, which explores
further correspondences between two modalities.

Related Work
Text-based Person Retrieval. The objective of text-based
person retrieval is to accurately identify the target pedes-
trian based on the provided text. (Li et al. 2017) first intro-
duced this task and released the pioneering dataset, CUHK-
PEDES. Most subsequent methods (Niu et al. 2020; Niu,
Huang, and Wang 2020; Zheng et al. 2020; Jing et al. 2020;
Ding et al. 2021; Suo et al. 2022; Farooq et al. 2022; Wang
et al. 2020; Aggarwal, Babu, and Chakraborty 2020) largely
relied on the attention module or supplementary information
to achieve effective cross-modal alignments. For example,
(Wu et al. 2021) employed color reasoning to obtain infor-
mative semantics. (Farooq et al. 2022; Li et al. 2023b) de-
signed a unified multi-layer network to dynamically extract
the global- and local-level semantics from image and text
modalities. Moreover, recent approaches (Li et al. 2023c;
Jiang and Ye 2023) gradually utilized visual-language pre-
training models or pre-training based on external knowledge
for enhanced alignment capabilities. (Yan et al. 2022a) ef-
fectively harnessed the advantage of CLIP (Radford et al.
2021) for text-based person retrieval, while (Jiang and Ye
2023) improved the retrieval performance by pre-training
on their constructed dataset. However, they overlook the
disturbance of matching uncertainty arising from unreliable
matching pairs, which forms the motivation of our work.
Uncertainty-based Learning. To address the challenge of
quantifying prediction confidence, uncertainty-based learn-
ing has emerged as a promising approach. (Kendall and
Gal 2017) have categorized uncertainty into two distinct
types: epistemic uncertainty and aleatoric uncertainty. To
tackle epistemic uncertainty, some studies have utilized the
Bayesian network (Gal and Ghahramani 2016) and Subjec-
tive Logic (Jøsang 2016) with Dempster-Shafer theory of
evidence (Yager and Liu 2008), aiming to learn the distribu-
tion of weights rather than obtain specific weights directly.
In terms of aleatoric uncertainty, prior studies have explored
it in various domains, such as image retrieval (Warburg et al.
2021), and segmentation(Zheng and Yang 2021). Differ-
ent from these, we proposed an Adaptive Uncertainty-based
Learning framework to surpass the disturbance of matching
uncertainty and mine one-to-many correspondence by con-
structing uncertainty-based representations.
Masked Signal Modeling. (He et al. 2022; Vaswani et al.
2017; Jiang et al. 2023) have suggested that Masked Signal
Modeling is a commonly used component in various visual
and language tasks, comprising Masked Language Model-
ing (MLM) and Masked Image Modeling (MIM). For ex-
ample, (Vaswani et al. 2017) verified the generalizability
of MLM across a wide spectrum of natural language pro-
cessing tasks. (He et al. 2022) predicted the masked pixels
to refine visual representations. As their remarkable perfor-
mance, MLM and MIM also take a significant part in our
task. (Jiang and Ye 2023) introduced a method to predict
masked textual tokens according to the unmasked textual
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Figure 2. The overall framework of our proposed AUL method. It consists of three key components: 1) Uncertainty-aware
Matching Filteration (UMF); 2) Uncertainty-based Alignment Refinement (UAR); and 3) Cross-modal Masked Modeling.

and visual tokens. In this paper, we predict masked textual
and visual tokens by considering both modality semantics.

Our AUL Method
Preliminary
The objective of the text-based person retrieval task is to dis-
cern and retrieve the most similar person image from a can-
didate gallery, guided by a provided textual query. To ob-
tain the correct pedestrian, our proposed framework focuses
on facilitating accurate alignments by learning the similarity
existing between the textual description and the correspond-
ing person image. Formally, we define {Ii,Ti} as an image-
text pair within the training dataset. Each pair consists of
a person image Ii and its corresponding textual description
Ti. We first input the image Ii into the image encoder, yield-
ing a sequence of visual features {vclsi , v1i , · · · , vni }, where
vclsi served as the global visual feature, and {v1

i , · · · , vni }
denote visual patch features. Moreover, we leverage the
text encoder to obtain a sequence of textual representations
{tclsi , t1i , · · · , tni }, where tclsi and {t1i , · · · , tni } represent the
global textual feature and token features.

Uncertainty-aware Matching Filtration
Background of Subjective Logic. Subjective Logic (SL)
offers a formalized representation of Dempster-Shafer
(Yager and Liu 2008) theory’s principle of uncertainty as-
signments within a discernment frame, modeled as a Dirich-
let Distribution. Consequently, it provides the means to em-
ploy the principles of SL theory for quantifying the un-
certainty, within a rigorously established theoretical frame-
work. Specifically, we first obtain the evidence vector ei pre-
dicted for the i-th singleton. Then we model the uncertainty
u and belief mass p = {pk}Nk=1 of each singleton, which

can be formulated as follows:

pk =
ek
S
, u =

N

S
, (1)

where S =
∑N
k=1(ek + 1) can be considered as the inten-

sity of Dirichlet distribution, and the belief probability pk
corresponds to the parameters of the corresponding Dirich-
let distribution α = {ek + 1}Nk=1. Note that the uncertainty
u exhibits an inverse relationship with the total evidence. Fi-
nally, the Dirichlet distribution characterized by α can be
defined as:

D(p|α) =

{
1

B(α)

∏N
j=1 p

αj−1
j for p ∈ SN ,

0 otherwise,
(2)

where B(α) represents the N -dimensional beta function,
and SN is the N -dimensional unit simplex.

Uncertainty-aware Learning. In order to effectively mit-
igate the impact of uncertainty arising from unreliable
matching pairs, the need to model matching uncertainty is
evident. While the Subjective Logic (SL) theory has show-
cased remarkable advancements in uncertainty modeling, it
is unsuitable to consider the direct application of the SL to
text-based person retrieval. To expand the SL to this spe-
cific task, the initial step is to denote the prediction of cross-
modal match evidence eij = expf(Sim(tclsi ,vclsi )) between
i-th text and j-th image, where Sim (·) and f denote the
calculation of cosine similarity and the ReLU function. The
evidence ei of the total matches of i-th text can be expressed
as ei = {eij}Nj=1.

Following the Subjective Logic mentioned in the previous
section, we obtain αi and model the matching uncertainty u
as follows:

αi = ei + 1, u =
N

S
, (3)
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where S =
∑N
i=1(αi) can be viewed as the intensity

of Dirichlet distribution. Based on the obtained match-
ing uncertainty, we perform Uncertainty-aware Learning to
adaptively filter unreliable matching pairs and select high-
confidence cross-modal matches. Specifically, we design
the cross-entropy loss Lu with uncertainty-aware dynamic
weight function ϕ(m(i)) to assign larger weights to cross-
modal matches with lower matching uncertainty and smaller
weights to ones with higher matching uncertainty in the opti-
mization process, thus reducing the negative impact caused
by unreliable matching pairs. The loss function Lu can be
represented as follows:

Lu = λ
N∑
i=1

ϕ(m(i))Yi
(

log(Si)− log(αi)
)
, (4)

where λ is a hyper-parameter and Yi is a one-hot label for

i-th sample, and ϕ(m(i)) =
m(i)

N
∈ (0, 1], m(i) indicates

the ordinal number of i-th cross-modal match obtained by
sorting the matching uncertainty u in descending order.

Uncertainty-based Alignment Refinement
Due to the absence of one-to-many correspondence be-
tween vision and language, existing methods mainly focus
on exploring one-sided cross-modal alignment, i.e., one-
to-one correspondence, leading to a degenerated retrieval
performance. To address this limitation, we propose an
Uncertainty-based Alignment Refinement (UAR) module
that simulates coarse-grained alignments and employs pro-
gressive learning to collaboratively refine coarse- and fine-
grained alignments in an easy-to-hard manner.

Uncertainty Representation Construction. Given the
global representations (vcls, tcls) of N image-text pairs, we
need to explicitly construct visual representations with un-
certainty first, which is achieved by appending the Gaussian
Noise of the original feature distribution. The mean µ and
standard deviation σ of the Gaussian Noise are derived from
the original features vcls. We then construct visual represen-
tations with uncertainty v̂cls by adding the generated Gaus-
sian Noise to the whitened features v̄cls, which can be for-
mulated as follows:

v̂cls = αv · v̄cls + βv, (5)

where αv and βv are the uncertainty vectors introducing
noise, αv ∼ N(1, σ),βv ∼ N(µ, σ), and v̄cls is whitened
feature v̄cls = vcls−µ

σ .

Alignment Progressive Learning. Based on the obtained
visual representations with uncertainty v̂clsi and textual rep-
resentation tclsi , we adopt InfoNCE loss Linfo (Lee, Kim,
and Han 2021; Yang et al. 2023) to perform coarse-grained
alignments and further explore the one-to-many correspon-
dence. The loss for coarse-grained alignments can be defined
as follows:

Lca =
Linfo

(
v̂clsi , tclsi

)
2σ2

+
1

2
log σ2, (6)

In terms of the fine-grained alignments, i.e., one-to-one cor-
respondence, we design a pair-wise loss function Lfa to al-
leviate the adverse effect (Zhou et al. 2023) of dense sam-
pling mechanism. The pair-wise loss function using only one
negative sample tclsneg can be written as:

Lfa = − log
ψ
(
vclsi , tclsi

)
ψ
(
vclsi , tclsneg

)
+ ψ

(
vclsi , tclsi

) , (7)

Intuitively, conducting fine-grained alignments is notably
more challenging than coarse-grained alignments. There-
fore, our strategy involves assigning higher weights to
coarse-grained alignments and lower weights to fine-grained
alignments at the outset, gradually reversing this allocation
during the training process. We propose the Alignment Pro-
gressive Learning (APL) to incorporate dynamic weights
into the loss function, allowing a gradual focus on multi-
grained alignment in an ”easy-to-hard” manner while opti-
mizing the following objective La:

La =
N∑
i=1

ϕ(m(i))(γLca + (1− γ)Lfa), (8)

where γ = exp(−γ0 · epoch
total epoch ), and γ0 is initial weight.

Cross-modal Masked Modeling
To enhance the interaction between image and text, we de-
sign the Cross-modal Masked Modeling (CMM) to recon-
struct the inherent signals of one modality using a masked
input, which is conditioned on the unmasked inputs of both
the image and text modalities. This CMM can be further
divided into two components: Cross-modal Masked Im-
age Modeling (CMIM) and Cross-modal Masked Language
Modeling (CMLM).

Taking CMIM for an example, following MAE (He et al.
2022), we obtain the representation Vmi = {vji}

nu
j=1 of

a masked image, nu denotes the number of unmasked to-
kens. Then we utilize the cross-modal encoder fe including
a multi-head cross attention layer and 3-layer transformer
blocks, to obtain the prediction of all original tokens accord-
ing to the representation of masked image Vmi

and original
textual representation Ei = {tji}nj=1. Finally, The prediction
is mapped back to the RGB image space by an image cross-
modal decoder fd, of which the structure is the same as the
encoder and followed by a linear layer. The total procedure
of CMIM is represented as:

Lcmim =
1

Ω(Ii)
‖Ii − fd(fe(Vmi

,Ei))‖1, (9)

where Ω(·) is the number of pixels, and the loss function
Lcmim is based on the l1 loss.

Similar to CMIM, given the representation Emi of a
masked text and original visual representation Vi, we uti-
lize the cross-entropy loss function H to measure the dis-
tance between predictions and masked textual tokens Emi ,
i.e., performing Cross-modal Masked Language Modeling.
Therefore, the objective of CMM can be calculated as:

Lcmm = Lcmim +H(ymi
, ftd(fte(Vi,Emi

)), (10)
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where Ymi is the one-hot label of i-th masked token, fte
is the same as the cross-modal encoder of CMIM, and ftd
is a Classifier head. By minimizing Lcmm, the model is
compelled to perform the reconstruction of original signals
through cross-modal interaction. This process efficiently fa-
cilitates the exploration of deeper relations existing between
the image and text modalities.

Finally, the overall loss Ltotal for training is denoted as:

Ltotal = Lu + La + Lcmim. (11)

Experiments
Experimental Setup
Datasets. We evaluate our model on three benchmark
datasets, including: 1) CUHK-PEDES (Li et al. 2017) en-
compasses a total of 40,206 images, capturing 13,003 dis-
tinct identities and accompanied by 68,120 textual descrip-
tions. 2) ICFG-PEDES (Ding et al. 2021) is a large-scale
person dataset, comprising a substantial collection of 54,522
images, of which the training set contains 34,674 image-text
pairs, while the test set includes 19,848 image-text pairs.
3) RSTPReid (Zhu et al. 2021) comprises a total of 20,505
images spanning 4,101 distinct identities, all captured by
15 different cameras. Additionally, every image is enriched
with two textual descriptions.
Evaluation. Following previous approaches (Jiang and Ye
2023; Yang et al. 2023), we adopt Rank@K (R@K) as the
standard evaluation for all datasets, where is the percentage
of retrieving at least a singular corresponding target image
from top-k candidate images.
Implementation Details. We implement our model with
PyTorch. For fairness, we follow the VLP-based method
(Yang et al. 2023) and employ the same visual and textual
encoder, i.e., Swin Transformer (Liu et al. 2021) and Bert
(Vaswani et al. 2017). The total training procedure can be di-
vided into two stages. We first train the whole model on the
dataset proposed by (Yang et al. 2023). Then we resize the
image to 384× 128 and set the length for each textual token
sequence to 56. Initialed by parameters of the first stage, we
trained our AUL model with PyTorch for 35 epochs using
the Adam optimizer (Kingma and Ba 2015) with a learning
rate initialed by 5e-5 and decayed to 5e-6 following a linear
learning rate decay. The batch size is set as 128. Finally, λ
and γ0 are set to 0.8 and 1.0 for all experiments.

Overall Comparsion Results
We compare our proposed method CMAP with recent state-
of-the-art methods, including: (1) Traditional pre-training
methods that improve the accuracy of cross-modal matches
by attention mechanisms and additional informative cues,
such as LGUR (Shao et al. 2022), LBUL (Wang et al.
2022b); Several methods DSSL (Zhu et al. 2021), AXM-
Net (Farooq et al. 2022), ISANet (Yan et al. 2022b), CAIBC
(Wang et al. 2022a), RKT (Wu et al. 2023) and SRCF (Suo
et al. 2022) propose some simple strategies to achieve dis-
tinct semantics for proper alignments. (2) Vision-language
pre-training methods that leverage prior knowledge from ex-
tra large image-text corpora, including the CFine (Yan et al.

Method R@1 R@5 R@10

w
/o

V
L

P

DSSL (MM’21) 59.98 80.41 87.56
SSAN (arXiv’21) 61.37 80.15 86.73
AXM-Net (AAAI’22) 61.90 79.40 85.75
CAIBC (MM’22) 64.43 82.87 88.37
LBUL (MM’22) 64.04 82.66 87.22
LGUR (MM’22) 64.21 81.94 87.93
C2A2 (MM’22) 64.82 83.54 89.77
ISANet (arXiv’22) 63.92 82.15 87.69
SRCF (ECCV’22) 64.04 82.99 88.81
RKT (TMM’23) 61.48 80.74 87.28
ASAMN (TIP’23) 65.66 84.53 90.21

w
/V

L
P

IVT (ECCVW’22) 65.59 83.11 89.21
CFine (arXiv’22) 69.57 85.93 91.15
TP-TPS (arXiv’23) 70.16 86.10 90.98
IRRA (CVPR’23) 73.38 89.93 93.71
RaSa (IJCAI’23) 76.51 90.29 94.25
APTM (MM’23) 76.17 89.47 93.57
AUL (Ours) 77.23 90.43 94.41

Table 1. Comparisons on CUHK-PEDES.

Method R@1 R@5 R@10

w
/o

DSSL (MM’21) 39.05 62.60 73.95
SSAN (arXiv’21) 43.50 67.80 77.15
LBUL (MM’22) 45.55 68.20 77.85
C2A2 (MM’22) 51.55 76.75 85.15

w
/V

L
P

IVT (ECCVW’22) 46.70 70.00 78.80
CFine (arXiv’22) 50.55 72.50 81.60
TP-TPS (arXiv’23) 50.65 72.45 81.20
IRRA (CVPR’23) 60.20 81.30 88.20
RaSa (IJCAI’23) 66.90 86.50 91.35
APTM (MM’23) 66.45 85.60 90.60
AUL (Ours) 71.65 87.55 92.05

Table 2. Comparisons with recent methods on RSTPReid.

2022a), TP-TPS (Wang et al. 2023), IRRA (Jiang and Ye
2023), RaSa (Bai et al. 2023), and APTM (Yang et al. 2023).
Comparison on Supervised Setting. According to the com-
parison on three datasets reported in Table 1, 2, and 3, we
can find that: (1) Specifically, our AUL model achieves a re-
markable 71.65% R@1 on RSTPReid, outperforming RaSa
and APTM by 4.75% and 5.20%. These results suggest that
our AUL method excels in relieving the adverse impact of
severe matching ambiguity and mining more fine-grained
correspondence between vision and language. (2) Further-
more, compared to current methods, we achieve significant
improvements on all three datasets, which indicates that our
AUL model effectively refines cross-modal alignments by
simulating coarse-grained alignments and progressively col-
laborates multi-grained alignments.
Comparison on Weakly Supervised and Domain Gener-
alization Settings. Additionally, we also evaluate our AUL
model in weakly supervised and domain generalization set-
tings. From the Table 5 and 6, we can observe that: (1) Our
AUL model exhibits a substantial performance gain over
the current state-of-the-art APTM method, particularly in
terms of R@1. This improvement can be attributed to the
fact that in scenarios where only pairwise relationships are
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Method R@1 R@5 R@10

w
/o

V
L

P MIA (TIP’20) 46.49 67.14 75.18
SSAN (arXiv’21) 54.23 72.63 79.53
LGUR (MM’22) 57.42 74.97 81.45
ISANet (arXiv’22) 57.73 75.42 81.72
SRCF (ECCV’22) 57.18 75.01 81.49
ASAMN (TIP’23) 57.09 76.33 82.84

w
/V

L
P

IVT (ECCVW’22) 56.04 73.60 80.22
CFine (arXiv’22) 60.83 76.55 82.42
TP-TPS (arXiv’23) 60.64 75.97 81.76
IRRA (CVPR’23) 63.46 80.25 85.82
RaSa (IJCAI’23) 65.28 80.40 85.12
APTM (MM’23) 68.22 82.87 87.50
AUL (Ours) 69.16 83.32 88.37

Table 3. Comparisons on ICFG-PEDES.

No.
Components RSTPReid

UMF UAR CMM R@1 R@5 R@10Lfa Lca
0 - - - - 68.15 85.10 89.20
1 - - - 4 69.25 85.65 90.20
2 - 4 4 - 69.15 86.10 90.35
3 4 - - - 69.55 85.40 89.50
4 - 4 - 4 70.85 85.95 90.55
5 - 4 4 4 70.95 87.10 91.25
6 4 - - 4 71.35 86.85 90.90
7 4 4 4 4 71.65 87.55 92.05

Table 4. Ablation studies with respect to model components
on RSTPReid.

available and identity information is absent, the impact of
significant intra-class variations becomes more pronounced,
resulting in compromised retrieval performance. Hence, we
proposed UMF to alleviate the influence of matching ambi-
guity. (2) Moreover, our AUL model achieves an improve-
ment of 8.12% in R@1 and 7.39% in R@5 over the recent
APTM method, in terms of the I→ C. Such results demon-
strate that our AUL model can effectively quantify the un-
certainty inherent in cross-modal matching ambiguity and
filter out high-confidence alignments.

Further Analysis
Ablation Study. As illustrated in Table 4, we list the follow-
ing conclusions: (1) The comparison with No.0 and No.3 re-
veals that our proposed UMF significantly enhances retrieval
performance. Such demonstrates again that introducing the
SL theory to model the uncertainty of cross-modal match-
ing ambiguity is effective for filtering the high-confidence
alignment, which makes our model dedicated to reliable re-
trieval results. (2) The model performance of No.5 is bet-
ter than the result of No.1, especially in terms of R@5 and
R@10. It indicates that UAR can effectively explore one-
to-many correspondence through the application of Gaus-
sian Noise-based uncertainty representation. Additionally,
the progressive learning approach employed by UAR ap-
propriately collaborates both coarse- and fine-grained align-
ments. (3) From the comparison of No.6 and No.3, we spec-
ulate that Adding the CMM has a greater impact on the re-

Methods R@1 R@5 R@10
CMPM+MMT (ICCV’21) 50.51 70.23 78.98
CMPM+SpCL (ICCV’21) 51.13 71.54 80.03

CMMT (ICCV’21) 57.10 78.14 85.23
CAIBC (MM’22) 58.64 79.02 85.93
IRRA (CVPR’23) 70.94 88.39 93.06
APTM (MM’23) 74.57 88.95 93.18

AUL (Ours) 75.86 90.11 94.02

Table 5. Comparisons with state-of-the-arts (weakly super-
vised) on CUHK-PEDES.

Methods R@1 R@5 R@10

C
→

I

SSAN (arXiv’21) 29.24 49.00 58.53
LGUR (MM’22) 34.25 52.58 60.85
C2A2 (MM’22) 27.61 47.48 57.03

ASAMN (TIP’23) 30.22 50.51 59.59
IRRA (CVPR’23) 41.89 61.56 69.04
APTM (MM’23) 46.20 65.13 72.59

AUL (Ours) 49.29 67.46 74.42

I→
C

SSAN (arXiv’21) 21.07 38.94 48.54
LGUR (MM’22) 25.44 44.48 54.39
C2A2 (MM’22) 16.48 34.03 43.88

ASAMN (TIP’23) 17.99 35.30 44.75
IRRA (CVPR’23) 31.04 52.18 63.53
APTM (MM’23) 48.67 68.75 77.06

AUL (Ours) 56.79 76.14 83.14

Table 6. Comparisons with state-of-the-arts (domain gener-
alization). Here “C” denotes CUHK-PEDES, while “I” rep-
resents ICFG-PEDES.

trieval performance. One probable reason is that performing
MLM and MIM with further cross-modal interaction yields
additional advantages in terms of fine-grained and relevant
relation mining between vision and language.
Analysis on Choice of CMLM and CMIM. We further
explore the importance of CMLM and CMIM respectively.
As shown in Figure 4, we can observe that: (1) The ablated
model w/ Lcmlm performs better than baseline. We consider
that the superior performance is due to the full interaction
between image and text, which is more helpful to bridge the
significant modality gap between vision and language. (2)
Furthermore, applying the loss Lcmlm of CMLM solely is
not effective as the combination of CMIM and CMLM, i.e.,
w/ CMM. It suggests that using both masked textual and
visual tokens as anchors for mining comprehensive cross-
modal relations is indispensable.
Analysis on Alignment Progressive Learning in UAR.
Here, we study the advancement of our proposed Align-
ment Progressive Learning (APL), which aims to compre-
hensively explore one-to-one and one-to-many correspon-
dence. By observing Figure 3, we can find that: (1) Introduc-
ing the dynamic weight γ performs better than the ablated
model of Avg. We speculate the reason is that the utilization
of progressive learning plays a significant role in learning
comprehensive multi-grained alignments. (2) The proposed
APL effectively allocates higher weights to coarse-grained
alignments initially at the out, gradually shifting to allocate
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Figure 3. Analysis with respect to the Alignment Progressive
Learning in UAR. γ and γ̂ denote our proposed progressive
learning manner and the reverse manner respectively, and
Avg is the average weight assignment.

Figure 4. Effect of the components in Cross-modal Masked
Modeling on ICFG-PEDES and RSTPReid.

higher weights to fine-grained alignments. (3) Moreover, we
further explore the effectiveness of learning multi-grained
alignments in an easy-to-hard manner. In particular, we com-
pare the performance of leveraging γ and γ̂. Obviously, the
former exhibits better suitability for proper alignment incor-
poration and retrieval accuracy. This finding supports our in-
tuition that guiding the model to progressively learn appro-
priate multi-grained alignments in an easy-to-hard manner
is more reasonable than others.
Analysis on Matching Uncertainty-aware Dynamic
Weight Assignment. To further validate the existence of
matching ambiguity and the significance of our proposed
UMF, we conducted an in-depth investigation into the re-
lationship between various uncertainty-aware weight alloca-
tions and the overall performance. The observations drawn
from Figure 5 are outlined as follows: (1) The distribution
analysis clearly reveals the existence of unreliable matching
pairs, characterized by pronounced matching uncertainty.
This uncertainty arises from significant intra-class variations
and limited inter-class variations, impeding the enhance-
ment of retrieval performance. (2) In order to underscore the
efficacy of matching uncertainty-aware dynamic weight as-
signments, we compare the performance of diverse weight
assignments. Setting high uncertainty cross-modal matches
as 1(·) yields the poorest performance, which reflects the
rationality of our motivation that our model suffers from se-
vere matching ambiguity.
Qualitative Analysis. As shown in Figure 6, we present
a qualitative analysis that compares the top-6 retrieved re-
sults of our AUL method with the recent APTM method
(Yang et al. 2023). According to the visualization results,

Figure 5. The effectiveness of matching uncertainty-aware
weight assignment on ICFG-PEDES. 0(·) and 1(·) denote
the weight setting of samples to 0 and 1 respectively when
the uncertainty is greater than 0.5.
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A tall man with an
average body type has
dark black hair and
he is wearing a black

jacket with jeans,
light brown shoes

 

 

AUL
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(MM’23)

    
   
     

     
 

 
A man wearing a

long sleeve white
shirt, a pair of black
pants and a pair of

brown shoes.
 

AUL
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APTM
(MM’23)

1st 6th

Query

Figure 6. Qualitative results of APTM and our proposed
AUL on ICFG-PEDES and CUHK-PEDES.

our AUL reflects the superiority in retrieval accuracy over
the APTM method. Specifically, our method AUL can sat-
isfy both the fine-grained and coarse-grained retrieval re-
quirement, such as “long sleeve” or “tall man”), due to the
fact that our proposed UAR acquire multi-grained seman-
tics progressively and comprehensively. Moreover, the AUL
also models the matching uncertainty to quantify the ambi-
guity caused by large intra-class variation and minimal inter-
class variation, which mitigates the disturbance of unreliable
matching pairs, thus improving the performance.

Conclusion

In this paper, we proposed a novel Adaptive Uncertainty-
based Learning (AUL) method for text-based person re-
trieval from an uncertainty perspective. We proposed the
Uncertainty-aware Matching Filtration (UMF) to quantify
and prevent the influence of ambiguity caused by unreliable
matching pairs. Moreover, we design Uncertainty-based
Alignment Refinement (UAR) and Cross-modal Masked
Modeling (CMM) to enhance alignment learning and focus
on proper cross-modal relations. Extensive experiments con-
ducted on three benchmarks demonstrate the superiority of
our proposed AUL method. In the future, we will explore
other strategies to enhance the retrieval performance.
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