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Abstract

Existing GAN-based approaches to caricature generation
mainly focus on exaggerating a character’s global facial struc-
ture. This often leads to the failure in highlighting significant
facial features such as big eyes and hook nose. To address
this limitation, we propose a new approach termed as G2L-
CariGAN, which uses feature maps of spatial dimensions
instead of latent codes for geometric exaggeration. G2L-
CariGAN first exaggerates the global facial structure of the
character on a low-dimensional feature map and then exag-
gerates its local facial features on a high-dimensional feature
map. Moreover, we develop a caricature identity loss func-
tion based on feature maps, which well retains the character’s
identity after exaggeration. Our experiments have demon-
strated that G2L-CariGAN outperforms the state-of-arts in
terms of the quality of exaggerating a character and retain-
ing its identity.

Introduction
Drawing caricatures involves exaggerating distinctive fa-
cial features that convey comedy and sarcasm. The early
approaches to automatic caricature generation are mainly
based on graphics and image-to-image generation. Graphic-
based methods (Akleman 1997a; Akleman, Palmer, and Lo-
gan 2000) pay attention to exaggeration, while image-to-
image conversion methods (Huang et al. 2018; Zhu et al.
2017) mainly focus on color transfer. With the advance-
ment of artificial neural networks, several methods based
on generative adversarial networks (GAN) have been pro-
posed (Cao, Liao, and Yuan 2018; Shi, Deb, and Jain 2019;
Chu et al. 2021; Gu et al. 2021), combing both exaggeration
and color transfer. However, the quality of caricatures gener-
ated by these methods is generally not high, as exaggeration
through 2D image warping tends to cause distortion.

With the development of generative AI, a recent work
StyleGAN (Karras, Laine, and Aila 2019) was developed
to produce high-quality realistic portraits. A few methods
based on StyleGAN have been proposed to generate carica-
tures without abnormal distortion by exaggerating in Style-
GAN’s latent space. StyleCariGAN (Jang et al. 2021) has
made fine adjustments to StyleGAN, but can achieve only
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one style of exaggeration at a time. Subsequently, Dual-
StyleGAN (Yang et al. 2022) proposed an example-based
method, which can generate high-quality caricatures and
achieve various exaggeration styles based on reference car-
icatures. However, both StyleCariGAN and DualStyleGAN
exaggerate geometry shapes in vector-based latent space that
makes it difficult for an encoder to compress an image’s
local semantics in a disentangled way. As a result, some
prominent local facial features, such as a hook nose or wide
mouth, cannot be exaggerated properly (Fig. 1 (a)). The
other problem is that the caricatures these methods gener-
ated fail to preserve the identity of the character (Fig. 1 (b)).

In order to address these limitations, in this paper, we
put forward G2L-CariGAN, a new caricature generation ap-
proach based on reference caricatures to exaggerate a char-
acter’s global and local features. G2L-CariGAN consists
of a global exaggeration module and three local exagger-
ation modules, which exaggerate the (global) facial struc-
ture (shape) and (local) facial features, respectively. G2L-
CariGAN uses feature maps instead of vector-based latent
codes as the latent representation of face’s shape because
(a) feature maps retain the spatial information of the photo,
which helps to maintain the facial details; (b) feature maps
can easily enhance distinguishing features for local exag-
geration; (c) feature maps make it easy to exaggerate using
multiple references on different regions with spatial masks.
As a result, feature maps with different spatial dimensions
can control the geometric features such as a round face or
squared face, from coarse to fine. As for color style, G2L-
CariGAN uses the vector-based latent code for representa-
tion. The reason is that if feature maps are used to extract
the color style, the spatial distribution of color in the refer-
ence caricature will be completely reflected in the generated
caricatures, which often results in undesirable effects. More-
over, we develop a new caricature identity loss based on the
principle of ”exaggerating the difference from the mean”
(EDFM) (Brennan 1985). The loss has well balanced the
exaggeration of a character’s local features and the preser-
vation of its identity in the generated caricature.

The main contributions of the paper include:

• We propose a new GAN-based neural network G2L-
CariGAN for extracting both a character’s overall facial
structure and its facial features, enabling exaggerations
with multiple references.
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• We propose a new latent space, Global-Local-Style
(GLS), to encode spatial information, which is more ca-
pable of exaggerating local facial features.

• We propose a new identity loss function based on feature
maps. It shows a higher recognition rate on the photo-to-
caricature dataset and exaggerates a character’s promi-
nent features more obviously.

Related Work
In this section, we review some related works, focusing on
traditional caricature generation and deep caricature genera-
tion.

Traditional Caricature Generation
Traditional caricature creation methods relied heavily on
digital image processing and computer graphics. They could
be divided into three categories: interactive methods, rule-
based methods, and instance-based methods. Interactive
methods (Akleman 1997a; Akleman, Palmer, and Logan
2000) allowed for interactive exaggeration of photos but typ-
ically required artists with extensive expertise and experi-
ence. The majority of rule-based methods (Brennan 1985;
Lai, Chung, and Edirisinghe 2006; Chen et al. 2009; Mo,
Lewis, and Neumann 2004) obeyed the principle of “ex-
aggerating the difference from the mean” (Brennan 1985).
Automatically, instance-based techniques (Liang et al. 2002;
Liu, Chen, and Gao 2006; Liu et al. 2009) extracted match-
ing criteria from facial expression databases. Without taking
into account the color differences between caricatures and
photos, they all placed more emphasis on exaggerating fa-
cial contours.

Deep Caricature Generation
In recent years, deep neural networks have made great
progress in image-to-image translation (Huang et al.
2018)(Zhu et al. 2017)(Liu, Breuel, and Kautz 2017). Cari-
GANs (Cao, Liao, and Yuan 2018) achieved unpaired photo-
to-caricature translation by learning both geometric exag-
geration and appearance stylization respectively with two
sub-networks. In a combined learning framework, Warp-
GAN (Shi, Deb, and Jain 2019) covered both style trans-
fer and facial deformation. However, these techniques gen-
erated only one geometry exaggeration style. CariME (Gu
et al. 2021) created a network for learning multiple styles
from caricatures to address this issue. Chu et al. (Chu
et al. 2021) used facial segmentation maps to learn the
deformed style. Nevertheless, these methods do not sup-
port users’ editing. CariPainter (Huang et al. 2022) applied
sketch and segmentation map to perform diverse exagger-
ation. All these methods mentioned above based on deep
learning produced limited image quality because distortion
is often brought on by exaggeration in 2D images.

Through hierarchical style control, StyleGAN (Karras,
Laine, and Aila 2019) created high-resolution face im-
ages that closely resemble genuine photos. Recent works
based on StyleGAN have successfully embedded real pho-
tos into the latent space of StyleGAN, and enabled seman-
tic editing in the latent space of StyleGAN. Pinkney and

Input Photo Ref. Cari. Output Cari. 

(a) (b)

Input Photo  StyleCariGAN DualStyleGAN                

Figure 1: (a) A case which fails to enhance the character’s
characteristic features (big nose) (Yang et al. 2022). (b) A
failure case where neithor StyleCariGAN nor DualStyle-
GAN preserves the identity of the input photo.
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Figure 2: Outline of G2L-CariGAN. The input photo x and
reference caricature y are fed into the pre-trained encoders
(E) to obtain the global feature maps (Gx, Gy), local fea-
ture maps (Lx, Ly) and latent codes (Sx, Sy). Style trans-
fer module (Ts) consists of 3 fully connected layers, which
take latent codes as input to generate style latent codes
(Syres

) for the output caricature (yres). The geometry exag-
geration module uses MaskAdaIN, i.e., mask-based AdaIN
(Adaptive Instance Normalization (Huang and Belongie
2017)) blocks, to exaggerate feature maps. Gx,Gy,Gyres

∈
R512×16×16 controls the exaggeration of global face shape,
while Lx,Ly,Lyres

∈ R512×32×32 controls the exaggera-
tion of local facial features.

Adler (Pinkney and Adler 2020) realized the conversion
from real face to cartoon face by fine-tuning StyleGAN on
the limited cartoon data. StyleCariGAN (Jang et al. 2021)
solved the cross-domain problem from photos to caricatures
by exchanging the layers of two StyleGANs and attaching
the learnable shape exaggeration blocks to the coarse lay-
ers copied from the StyleGAN trained on the photo dataset.
Only color styles can be migrated using the above tech-
niques, while shape styles cannot be controlled. DualStyle-
GAN (Yang et al. 2022) added an external style path, which
can be trained to control both color and shape style. How-
ever, this method’s control on the geometry style was largely
limited to the exaggeration of the overall facial structure,
and could not exaggerate the facial features. In contrast, our
method can not only learn the overall structural style of the
reference caricature but also exaggerate the local features.
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Figure 3: The relation between our Global-Local-Style
(GLS) space and W+ space. The encoder (E in the pipeline
in Fig. 2) first extracts feature maps from an input image
using a standard feature pyramid (Richardson et al. 2021)
over a ResNet backbone. The first k (k = 7) blocks of the
W+ code are then replaced by the feature maps (blue dashed
boxes) including a global feature map (G) and a local fea-
ture map (L), while the remaining W+ codes (orange dashed
boxes) are utilized as a style code (S).

G2L-CariGAN
Fig. 2 shows the overall structure of G2L-CariGAN. It con-
sists of a pre-trained StyleGAN generator on the webcari-
cature dataset (Huo et al. 2018), a style transfer module Ts,
and a geometric exaggeration module MaskAdaIN.

GLS Space

Before exaggeration, we need to map images (including in-
put photos and reference caricatures) to an appropriate latent
space. Unlike StyleCariGAN (Jang et al. 2021) and Dual-
StyleGAN (Yang et al. 2022) where the exaggeration takes
place in W+ space, we propose Global-Local-Style (GLS)
space to address the issues attributed to W+ space such as
the compromised identity of the character in the input im-
age. Fig. 3 shows the connection between the GLS space
and the W+ space. We adopt the structure of the psp en-
coder (Richardson et al. 2021), which first extracts feature
maps of coarse (512×16×16), middle (512×32×32), and
fine (512×64×64) dimensions. Then, the encoder maps the
three feature maps to the low, middle, and high layers of the
W+ space through map2style (m2s in Fig. 3) modules. In
the W+ space, the low layer controls face shapes, the mid-
dle layer controls facial features, and the high layer controls
color styles. Among them, face shapes and facial features
contain spatial information, which is more suitable for us-
ing feature maps for exaggeration while the color styles are
not affected by shapes so are more suitable for using latent
codes for style transfer. Therefore, our GLS space consists
of three parts: G ∈ R512×16×16, which controls face shape
exaggeration, L ∈ R512×32×32, which controls facial fea-
ture exaggeration, and S ∈ R7×512, which controls color
styles.

Style Transfer Module
The caricature style code Sy (obtained from the reference
caricature or just a random style) undergoes a style transfer
module Ts to obtain style deviation δS . The photo x un-
dergoes a pre-trained encoder to obtain the photo style code
Sx. The two are merged through a weight ws to get Sres

(Sres = (1−ws)Sx +wsδS) and input into an affine trans-
formation A. Ts is composed of several trainable fully con-
nected layers.

We define a content loss between the generated caricature
yres and x to ensure that yres still retains the facial region
of the photo:

Lcon = ∥ϕ5 3(yres)− ϕ5 3(x)∥2 (1)

where ϕ5 3 represents relu5 3 feature map in VGG-
19 (Simonyan and Zisserman 2015) pre-trained on Ima-
geNet dataset.

We define a style loss between yres and y to ensure that
Ts can extract caricatures’ styles:

Lsty = ∥Gram(ϕi(yres))−Gram(ϕi(y))∥2 (2)

where each ϕi represents a layer in VGG-19 (Simonyan
and Zisserman 2015). We use relu1 1, relu2 1, relu3 1,
relu4 1, relu5 1 layers with equal weights in our experi-
ments.

Finally, the whole loss for optimizing Lstyle is:

Lstyle = λconLcon + λstyLsty (3)

where the parameters λcon and λsty balance multiple ob-
jectives.

Geometry Exaggeration Module
The feature map G ∈ R512×16×16 and the feature map
L ∈ R512×32×32 are used for exaggerating the facial
structure and facial features, respectively. We denote r ∈
{face, eyes, nose,mouth} as the facial region. Taking fa-
cial structure exaggeration (r = face) as an example, the
MaskAdaIN module is shown in Fig.4. The caricature fea-
ture map Gy is processed by the γr module and the βr mod-
ule to obtain the exaggeration coefficient map Gcoff and the
bias map Gbias to get G

′

x:

G
′

x = Gcoff ⊗ norm(Gx) +Gbias (4)

Where norm(.) represents normalization.
The exaggerated Gres is an alpha blending of Gx and

G
′

x:

Gres = wgmr ⊗G
′

x ⊕ (1−mr)⊗Gx (5)

Where r ∈ {face, eye, nose,mouth}. mr is the mask
of the region r. wg controls the degree of exaggeration for
the global facial structure. Finally, we obtain an exaggerated
feature map Gyres

∈ R512×16×16. We obtain exaggerated
feature maps for facial features Lr

yres
∈ R512×32×32 in the

same way.
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Figure 4: Mask-based AdaIN block (MaskAdaIN).

Method Photo-to-Photo(%) ↑ Photo-to-Cari(%) ↑
ArcFace 99.46 70.92
Ours n/a 85.73

Table 1: The accuracy of facial recognition from Arc-
Face (Deng et al. 2019) and ours (using the loss defined
in Eq. 8) on the photo-to-photo dataset and the photo-to-
caricature dataset (Huo et al. 2018) which contains photos
and hand-drawn caricatures of 252 identities in total.

We take the L2 norm of feature maps as a reconstruction
loss.

Lr
rec = ∥Lr

yres
−Lr

y∥2 + ∥Gyres
−Gy∥2 (6)

We also define a masked version of LPIPS loss (Zhu et al.
2021) between yr

res and y to ensure that yr
res still retains the

facial feature of the photo:

Lr
c = LmaskedPIPS(y

r
res,y,mr) (7)

where yr
res is the caricature generated with region r exag-

gerated.
Unlike other face-generation tasks, caricature-generation

tasks produce images with significant differences in geo-
metric shapes compared to real human faces. Currently,
most caricature generation methods (Gu et al. 2021), (Shi,
Deb, and Jain 2019) use facial recognition networks to cal-
culate identity loss. Since facial recognition networks are
pre-trained on a large number of real human face images,
and their performance in photo-to-caricature decreases, as
shown in Tab. 1. Obviously, using an identity loss func-
tion based on real face recognition methods is not effective
enough for caricature generation.

Hence, we aim to develop a new identity loss func-
tion base on “Exaggerating the Difference From the Mean”
(EDFM) (Brennan 1985), which is one of the fundamen-
tal rules of drawing a caricature. It emphasizes those fea-
tures that make a person unique, i.e., different from the av-
erage face. In other words, as long as the prominent fea-
tures of the character are exaggerated, the identity charac-
teristics of the character can be highlighted. In the past, re-
searchers (Brennan 1985; Akleman 1997b) often used the
difference between feature points and average facial feature
points to implement this theory, which is too sparse and eas-
ily affected by rotation angles in 2D images. Since our fea-
ture map is suitable for extracting prominent features, we de-
fine the character feature as the difference between the photo
feature map and the average photo feature map, and the car-
icature feature as the difference between the caricature fea-

Caricature 1 Photo 1 Caricature 2 Photo 2 Caricature 3 Photo 3

Figure 5: Examples of our training dataset.

ture map and the average caricature feature map. We used
5974 caricatures and 6042 photos from the WebCaricature
dataset(Huo et al. 2018) to train the psp encoder (Richard-
son et al. 2021) and then generate the feature maps of the
same size for each photo and caricature. Then we obtain the
average feature maps of photos and caricatures, respectively.
The cosine similarity between the photo feature and the car-
icature feature is then used as the identity loss to emphasize
the features that make the photo’s subject unique:

Lcariidt = 1− cos sim((Gx −Gxavg
), (Gy −Gyavg

))
(8)

Where cos sim(.) represents cosine similarity. Gxavg

and Gyavg represent the average feature maps of the photo
and the caricature, respectively. Cosine similarity can make
their directions to be as similar as possible but not approach-
ing completely the same if using Euclidean distance which
reduces exaggeration. As a result, exaggeration and identity
preservation are well balanced. We calculate our method’s
accuracy on the same photo-to-caricature dataset (Huo et al.
2018) which contains photos and caricatures of 252 identi-
ties as Arcface(Deng et al. 2019) and the result is shown in
Tab. 1.

Finally, the whole loss for optimizing Lgeo is:

Lr
geo = λrecL

r
rec + λcL

r
c + λcariidL

r
cariid (9)

Where λrec, λc and λcariid are chosen to balance multiple
objectives.

Experiments
In this section, we compare our G2L-CariGAN to state-of-
the-art methods and evaluate its performance. In Eq. 3, we
set λcon = 0.01 and λsty = 20. In Eq. 9, we set λrec = 1,
λc = 1, λcariid = 0.01. wr can be set to different val-
ues to control the degree of exaggeration. We use an RTX
3060 GPU for all experiments. The learning rate, number of
epochs, and batch size are as 0.01, 2000, and 1, respectively.

Datasets and Training Procedure
To train the style transfer module Ts, we use Webcarica-
ture (Huo et al. 2018), which is a large unpaired photo-
caricature dataset consisting of 6042 caricatures and 5974
photos from 252 persons in total. To train the geometry ex-
aggeration module, we use the destylization method in Du-
alStyleGAN(Yang et al. 2022) to convert caricatures from
Webcaricature dataset into corresponding photos to obtain
paired photo-to-caricature dataset. Using a paired dataset
can ensure local region alignment and learn the exaggeration
of shapes. Examples of generated training pairs are shown
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Method FID ↓ Identity(%) ↑
CariGANs n/a 95.29
WarpGAN 61.96 93.33
AutoToon 103.46 52.94
Semantic-CariGANs 75.22 78.82
CariME 53.64 95.29
StyleCariGAN 64.98 85.49
CariPainter 63.23 76.47
DualStyleGAN 96.30 82.35
G2L-CariGAN(ours) 46.73 97.65

Table 2: FID Score and identity evaluation results. A lower
FID indicates higher image quality. (n/a: CariGANs does not
provide open-source code)

in Fig.5. During the training process, we follow the princi-
ple of starting from the whole to the parts, similar to the way
a painter draws by hand. We begin by training the Ts mod-
ule. The global MaskAdaIN module is then trained for over-
all facial structure exaggeration, and each local MaskAdaIN
module is trained independently.

Comparison to State-of-the-Art Methods
As shown in Fig. 6 and Fig. 7, we compare G2L-CariGAN
with the state-of-arts, including those with reference carica-
tures and those without. All implementations of the meth-
ods are based on their default settings, except for Cari-
GANs (Cao, Liao, and Yuan 2018), which has no pub-
lished code, so we use the result published on their project
website1. AutoToon and Semantic-CariGANs do not change
the style (so we add AdaIN (Huang and Belongie 2017)
on them for style transfer). Among them, only CariME,
Semantic-CariGANs, and DualStyleGAN provide the shape
exaggeration of reference caricatures. We will use the same
reference caricatures to compare with these methods.

Comparison to Caricature Generation Methods without
Reference The methods based on GAN, such as Cari-
GANs (Cao, Liao, and Yuan 2018) and WarpGAN (Shi,
Deb, and Jain 2019), have difficulty to generate carica-
tures with high-quality and they are prone to produce tex-
ture defects, which is obvious in the second row (output) of
Fig. 6. Neither CariGANs nor WarpGAN can generate diver-
sified deformation styles by referring to caricatures. Auto-
Toon (Gong, Hold-Geoffroy, and Lu 2020) can produce only
geometric deformation. StyleCariGAN (Jang et al. 2021) is
capable of producing crisper caricatures, but its identity re-
tention is insufficient, as shown in the second row (output)
of Fig. 6. Our method not only has the advantages of Style-
GAN in generating high-quality pictures but also creatively
proposes exaggeration for local facial features, which pro-
duces exaggerated caricatures with more prominent photo
features. For example, the first image of the last column in
Fig. 6 is a high-quality caricature (generated by our method)
with an exaggerated face and big eyes.

Comparison to Caricature Generation Methods with
Reference We further compare our approach with carica-

1https://ai.stanford.edu/kaidicao/cari-gan/index.html

ture generation methods with the same reference caricature.
As shown in Fig. 7, CariME (Gu et al. 2021) and Semantic-
CariGAN (Chu et al. 2021) can refer to the reference carica-
tures to provide different exaggeration styles, but the qual-
ity of the generated caricatures is low. For example, in the
second row, the subject’s texture is blurry. CariME cannot
generate color styles according to the reference caricature,
so we provide random color styles. Caricatures generated by
DualStyleGAN (Yang et al. 2022) can generate high-quality
caricatures, while it focuses more on the overall deforma-
tion, ignoring the exaggeration of facial details. As shown
in the sixth row of Fig. 7, DualStyleGAN’s result ignores
the prominent feature of the hook nose. Compared to these
methods, G2L-CariGAN produces high-quality caricatures
that exaggerate not only facial contour but also facial details.
For example, in the first row of Fig. 7, our method can gen-
erate a high-quality caricature with a big nose that is similar
to the reference.

Quantitative Analysis

Through analysis of Frchet Inception Distance
(FID) (Heusel et al. 2017), we quantitatively assessed
the fidelity to caricature image distribution. Tab. 2 compares
the FID of ours and other state-of-the-art methods. This
demonstrates that caricatures generated by our approach
are the most similar to the distribution of caricatures. The
FID values are calculated between the generated caricatures
and all caricatures in the WebCaricature dataset (Huo et al.
2018). The caricature dataset for calculating FID of all
the methods are generated from the same photo dataset,
which contains 1800 random selected photos from the
CelebA (Liu et al. 2015) dataset that were not used in
training. The reference caricatures for methods which
needs reference are random selected from WebCaricature
dataset (Huo et al. 2018).

Identity Evaluation

In this part, we quantify identity preservation accuracy. We
use our caricature identity loss defined in 3.3 as the distance
d between a photo and a caricature. We define a threshold
K to distinguish whether the photo and the caricature be-
long to the same identity, i.e., they do if d < K (K is set
to 0.82 in this paper). Then we calculate the accuracy on the
photo-to-caricature dataset with 294 pairs in total with each
of the 9 methods. The 294 photos are from the test dataset of
CariGANs on their website because their open-source codes
are not available. Tab. 2 (right) shows the results for iden-
tity preservation. Obviously, G2L-CariGAN can retain bet-
ter identification than other approaches.

Ablation Study

Loss Functions We train 2 variants of G2L-CariGAN for
comparison by eliminating Lcariid in Eq. 8, to examine the
effectiveness of our identity loss function. As shown in Tab.
3, Lcariid can greatly improve the identity retention effect
of the generated image.
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Photo    CariGANs WarpGAN AutoToon StyleCariGAN CariPainter    Ours

Figure 6: Comparison of G2L-CariGAN with other state-
of-the-art caricature generation methods without reference
caricatures.

Global and Local Feature Maps To validate the effec-
tiveness of using feature maps as geometric features, we re-
place the global feature map and the local feature map with
W+ latent codes, respectively. The results are shown in Fig.
8. The global feature map can exaggerate the face shape with
the facial segmentation map. This ensures that other areas
are not affected by the reference caricature. As shown in the
example in the third column, using vector-based latent codes
instead of global feature maps results in a hairstyle that does
not match the photo. The local feature map can better main-
tain the local expressions of the photo and exaggerate them.

Local Exaggeration Modules We compare the caricature
generations with and without the local feature map L ∈
R512×32×32. Fig. 9 shows that the caricature with local ex-
aggeration can better highlight the local characteristics (such
as the hook nose) of the input photo.

Applications
Multiple References Unlike other methods that can only
exaggerate shapes based on one reference caricature, our
method can take additional references to exaggerate a partic-
ular part of the input image. As shown Fig. 10, the first line’s
output refer to the left reference’s facial structure and nose
and the right reference’s mouth, highlighting the features of
a slim face, narrow nose, and big mouth in the photo.

Exaggeration Scale Unlike other methods that can only
control the exaggeration of the overall shape, our method
can easily control the exaggeration of both the overall shape
and facial features. As shown in Fig. 11, the first row on the
right shows the results of gradually increased exaggeration
of the face shape from small to large. The second row shows
the results of gradually increased exaggeration of the mouth
in the reference caricature.

User Perceptual Evaluation
In order to further evaluate our method, we invited 72 volun-
teers to participate in our perceptual evaluation. The volun-

Photo Ref. OursDualStyleGAN Semantic CariME

Figure 7: Comparison of G2L-CariGAN with other state-of-
the-art caricature generation methods with reference carica-
tures. Our method can highlight the local characteristics of
the photo better than other methods in terms of exaggeration
of facial features.

Photo Ref. Cari. Replace G 

with Vector

Replace L 

with Vector
with G and L

Figure 8: The effectiveness of using feature maps instead
of vectors as geometric features. Global feature map G en-
sure that only the face shape is exaggerated without affect-
ing other parts (such as the hairstyle). Similarly, local feature
map L can better exaggerate local facial features.

teers were divided into two groups: A (37 ordinary users)
and B (35 experts in painting). We conducted two evalu-
ations: one on identity study and the other on qualitative
study.

Identity Study For the identity study, we invited 37 vol-
unteers to answer 45 questions. There are 5 questions
for each of 9 caricature generation methods including
CariGANs (Cao, Liao, and Yuan 2018), WarpGAN (Shi,
Deb, and Jain 2019), CariME (Gu et al. 2021), Semantic-
CariGAN (Chu et al. 2021), Autotoon (Gong, Hold-
Geoffroy, and Lu 2020), StyleCariGAN (Jang et al. 2021),
CariPainter (Huang et al. 2022), DualStyleGAN (Yang et al.
2022) and ours. Each question displays a caricature pro-

w/o Lcariid (%) ↑ with Lcariid (%) ↑
Recognition Rate 66.83 72.55

Table 3: Face recognition rates with and without caricature
identity loss function.
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Input Photo Ref. Caricature w/o local 

exaggeration

w local (nose) 

exaggeration

Figure 9: Results with and without local exaggeration.

Input Photo Reference Caricatures OutputMasks

Face Shape & Nose Ref. Mouth Ref.

Face Shape & Eyes Ref. Nose Ref.

Figure 10: Our results with multiple reference caricatures.
We can refer to multiple parts of reference images (for ex-
ample, the face region and nose region in the first reference
and the mouth region in the second reference of the first row)
to exaggerate the corresponding region of the input photo.

duced using one of the 9 approaches and asks participants to
select a photo from 4 options that represent the same person
as the caricature. Among the 4 options, only one photo has
the same identity as the caricature, and the other 3 options
have similar identity characteristics as interference. The re-
sults of the identity evaluation are shown in Fig. 12. It is
clear that our method produces a higher recognition accu-
racy (74.59%) than others indicating a stronger ability to
maintain identity.

Qualitative Study We invited 35 artists with rich paint-
ing experience. We design 10 questions and divided into two
parts: with reference caricature and without reference cari-
cature, each with 5 questions. The questions without refer-
ence provide a photo and the results of 5 caricature genera-
tion methods (CariGANs (Cao, Liao, and Yuan 2018), Warp-
GAN (Shi, Deb, and Jain 2019), AutoToon (Gong, Hold-
Geoffroy, and Lu 2020), StyleCariGAN (Jang et al. 2021),
and CariPainter (Huang et al. 2022)) which can only gener-
ate random geometry styles and the results of our method.
The questionnaires with reference provide an additional ref-
erence caricature and the results of 3 caricature generation
methods (CariME (Gu et al. 2021), Semantic-CariGAN(Chu
et al. 2021), and DualStyleGAN (Yang et al. 2022)) and our
method. Each question requires users to select an option that
is closest to a real hand-drawn caricature. The results in Fig.

Input Photo

Ref. Cari.

Facial Shape Scale

Local Feature Scale

Small Large

Small Large

Figure 11: The exaggeration scale of both the overall and
facial features. The input photo and the reference caricature
are shown on the left of the dashed line. The first row shows
different exaggeration scale of face shape and the second
row shows the exaggeration scales of the mouth region. Our
method can significantly enhance the local features of pho-
tos with multiple degrees of exaggeration.

56.76%

66.49%

57.30%

52.97%

53.51%

50.81%

57.84%

50.81%

74.59%

0.00% 40.00% 80.00%

CariGANs

WarpGAN

AutoToon

CariME

StyleCariGAN

Semantic

CariPainter

DualStyleGAN

ours

Identity

10.86%

14.86%

4.57%

20%

12.57%

37.14%

0.00% 20.00% 40.00%

CariGANs

WarpGAN

AutoToon

StyleCariGAN

CariPainter

ours

Quality (without Ref.)

27.43%
6.86%

17.71%
48%

0.00% 30.00% 60.00%

DualStyleGAN
CariME

Semantic
ours

Quality (with Ref.)

Figure 12: User perceptual evaluation.

12 show that artists agree that those caricatures generated by
ours are closer to ones drawn by artists.

All the perception evaluation questions are included in the
supplementary material.

Conclusion

In this paper, we have proposed a new GAN-based carica-
ture generation approach G2L-CariGAN. By extracting the
caricature’s geometry characteristics into two-dimensional
feature maps, we combine the overall exaggeration and local
exaggeration to clearly highlight a character’s local features.
To balance the exaggeration of a character and the retaining
of its identification, we proposed a new identity loss based
on feature maps. Our experiments and ablation studies have
demonstrated that G2L-CariGAN can produce caricatures of
a greater caliber than existing approaches. We believe our
idea of global-to-local caricature generation can be poten-
tially applied to other tasks such as more general image-to-
image translation.
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