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Abstract

The diversity of tables makes table detection a great chal-
lenge, leading to existing models becoming more tedious
and complex. Despite achieving high performance, they of-
ten overfit to the table style in training set, and suffer from
significant performance degradation when encountering out-
of-distribution tables in other domains. To tackle this prob-
lem, we start from the essence of the table, which is a set of
text arranged in rows and columns. Based on this, we propose
a novel, light-weighted and robust Table Detection method
based on Learning Text Arrangement, namely TDeLTA.
TDeLTA takes the text blocks as input, and then models the
arrangement of them with a sequential encoder and an at-
tention module. To locate the tables precisely, we design a
text-classification task, classifying the text blocks into 4 cate-
gories according to their semantic roles in the tables. Experi-
ments are conducted on both the text blocks parsed from PDF
and extracted by open-source OCR tools, respectively. Com-
pared to several state-of-the-art methods, TDeLTA achieves
competitive results with only 3.1M model parameters on the
large-scale public datasets. Moreover, when faced with the
cross-domain data under the O-shot setting, TDeLTA out-
performs baselines by a large margin of nearly 7%, which
shows the strong robustness and transferability of the pro-
posed model.

Introduction

As a popular means of storing and displaying structured
data, tables are widely used in various documents includ-
ing financial reports, scientific articles, invoices, etc. With
the rapid growth of the number of digital documents on the
Internet, how to teach machines to understand the tables and
utilize massive valuable information in them, has become
the focus of researchers. Table detection task aims to de-
tect the boundaries of tables in documents. It can be a diffi-
cult problem due to the diversity of table styles. For exam-
ple, some tables have complete borders between the cells of
each row and column, while others may have only partial
borders, such as the three-line tables in scientific articles.
What’s more, the diversity of table contents further compli-
cates this issue.
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Figure 1: Tables in different styles and their text arrange-
ment. The three images above show three tables in different
styles, and the ones below show their text blocks with blue
rectangles. The orange boxes denote the location of tables.

Research on table detection tasks began in the last cen-
tury. Early researchers used mostly heuristic-based meth-
ods (Gatos et al. 2005; Tupaj, Shi, and Chang 1996; Wang,
Haralick, and Phillips 2001), which tend to require a lot of
manual work and can hardly generalized on tables in differ-
ent styles. Recently, with the great success of deep learning
technology in computer vision applications (Tian et al. 2019,
2023; Zhang et al. 2020; Peng et al. 2023), many researchers
perceive table detection task as a special object-detection
problem, taking an document image as input and detecting
bounding boxes of tables. These methods only treat tables
as visual patterns, overlooking the fact that tables are a form
of structured data, containing important information in their
content organization. As visual models become larger and
more complex, this not only increases the inference time and
memory usage, limiting the practicality of this technique in
many scenarios, such as mobile applications and large-scale
data processing, but also makes the model more sensitive
to changes in table visual styles. Although these methods
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achieved very high performance on some datasets, such as
ICDAR 2013 (Gobel et al. 2013), they often fall into the trap
of superficial table styles. Experiments show that the perfor-
mance of these image-based methods will degrade signifi-
cantly under the 0-shot setting when encountering the cross-
domain tables.

To tackle this problem, we start from the essence of ta-
ble, a set of text arranged in row and columns. As shown in
Figure 1, although tables in the upper images have differ-
ent styles, we can easily find the pattern of them from the
text blocks below and then locate them. Motivated by this,
we proposed TDeLTA, a light-weighted and robust Table
Detection method based on Learning Text Arrangement,
which relies on the position information of text blocks rather
than raw images. The fundamental idea of modeling text ar-
rangement enables TDeLTA to be robust to variations in ta-
ble styles, and demonstrates strong performance when fac-
ing out-of-distribution tables from different domains. Addi-
tionally, TDeLTA’s simple input of text block positions re-
sults in a smaller model size, faster inference speed, and re-
duced memory usage. We also propose a text-classification
task, classifying the text blocks into 4 categories according
to their semantic roles, which aids in precise table localiza-
tion and differentiation between adjacent tables.

Extensive experiments are conducted on two large-scale
benchmark datasets (i.e. PubTables-IM and FinTabNet).
It is demonstrated that TDeLTA can achieve competitive
performance with only 3.1M parameters compared to the
state-of-the-art methods. Moreover, under the 0-shot setting,
TDeLTA outperforms these strong baselines by a large mar-
gin of nearly 7%, shows the best robustness and transfer-
ability when facing out-of-distribution tables in different do-
mains.

The main contributions of this paper are as follows:

* Different from existing image-based methods, we pro-
posed TDeLTA for table detection by learning text ar-
rangement, which takes text blocks as input and can
effectively handle out-of-distribution tables in various
styles.

* To enable precise table localization and help distinguish
adjacent tables, we propose a text-classification task,
which classifies text blocks into 4 categories according
to their semantic roles in tables.

» Extensive experiments are conducted on two large-scale
benchmark datasets demonstrating the effectiveness and
strong robustness of TDeLTA. It is also proven that text
arrangement can essentially help the model overcome in-
terference caused by table styles.

Related Work
Traditional Methods

Heuristic-based methods are among the earliest approaches
for table detection task. These methods usually employed
different visual cues like horizontal and vertical borderlines
(Wang, Haralick, and Phillips 2001; Seo, Koo, and Cho
2015), key words (Tupaj, Shi, and Chang 1996), white space
features (Pyreddy and Croft 1997; Akmal-Jahan and Ragel
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2014), etc. to detect tables. These heuristic-based methods
usually require extensive manual efforts to design rules and
tune hyper-parameters, and can only work well on docu-
ments with uniform layouts.

Deep Learning Based Methods

With the rapid development of deep learning techniques
and the emergence of large-scale table datasets, many deep
learning-based methods have been proposed and achieved
much better performance, which can be roughly divided into
two categories: top-down methods and bottom-up methods.

Top-down methods usually treat table detection as a ob-
ject detection problem and adapt state-of-the-art objection
detection frameworks to predict table boundaries. Hao et al.
and Yi et al. used R-CNN based model for table detection,
however, the traditional region proposal generation still re-
lied on heuristic rules and handcrafted features. Then, Vo
et al. and Gilani et al. adopted Fast R-CNN and Faster R-
CNN to detect tables, and Gilani et al. further proposed to
use image transformation techniques, such as coloration and
dilation, to enhance input documents. Huang et al. used a
Yolo-based method. Saha, Mondal, and Jawahar and Prasad
et al. introduced Mask R-CNN and Cascade Mask R-CNN to
table detection task, respectively. Siddiqui et al. incorporated
deformable convolution and deformable Rol Pooling opera-
tions to enhance the robustness of the model when facing
geometric transformation problems. Ma et al. proposed Cor-
nerNet as a new region proposal network to generate higher
quality table proposals for Faster R-CNN.

Bottom-up methods tend to group pixels or page object,
such as word and text-line, into table regions. Some re-
searchers view table detection as a semantic segmentation
problem. Yang et al. tried to solve this problem in a multi-
modal manner. They leveraged both visual features from im-
ages and linguistic features from text content to predict a
pixel-level segmentation mask. Kavasidis et al. proposed a
saliency-based FCN network performing multi-scale reason-
ing on visual cues followed by a fully-connected conditional
random field (CRF) for localizing tables and charts in digi-
tal/digitized documents. Other researchers focused on page
objects. Riba et al. and Holecek et al. both took each doc-
ument as a graph, where each node represent a text-block
and each represent a neighbouring relationship between two
nodes. Holecek et al. used the coordinates of text-block and
the number of characters in each text as the features of
nodes. In addition to the geometrical features of the text po-
sition, Riba et al. also considered the texual features and im-
age features. They both leveraged graph neural networks to
encode the text blocks. However, these complex models to-
gether with multi-modal features failed to perform well on
public datasets.

Methodology
Overview

Unlike previous works, we transform the table detection task
into the classification of text blocks. As shown in Figure 2,
we first extract the text blocks from the documents via OCR
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Figure 2: The flowchart of our method. First, we use a PDF parser or a OCR tool to extract text blocks from document pages.
Then, we use TDeLTA to classify the text blocks into four categories. At last, we generate the table location with the classifica-

tion results by a post-processing algorithm

tools or PDF parsers, depending on the type of input files.
Then, TDeLTA learns the arrangement among text blocks,
and classifies them into four categories, including row/col-
umn headers, content cells, and text outside tables. Conse-
quently, the boundaries of the tables are generated with the
classification results by a post-processing algorithm.

Model Architecture

As shown in Figure 3, TDeLTA consists of two modules,
namely the Feature Extraction Module and the Contextual
Attention Module.

Feature Extraction Module First, we get the position in-
formation of all text blocks from the document pages, repre-
sented by D = [bbox', bbox?, ..., bbox™], where n denotes
the number of text blocks and bboz® denotes the coordinates
of the i-th text blocks. Specifically, bbox® = [z, yi, 24, yi],
where (z%,%%) represents the coordinates of the upper-left
corner of the i-th text block and (z%, y%) represents the co-
ordinates of the lower-right corner.

Then, we calculate the coordinates of the midpoint, rep-
resented by (%, %), together with its width w and height A,
as follows.

Ty = (:10’1 + :CZQ)/Q
ys = (1 +45)/2

i i (D
w=xh —xy
h=y;—yi
After that, we normalize the coordinates as follows.
.’f}};:l‘j}i/WD ke{1,2,3}
W= w/wp
h=h/hp

where (wp, hp) denotes the width and height of the whole
document page. Finally, we can get the model input consist-
ing of 8-dimensional features [&%, ¢, &5, 44, &%, 44, b, h]
from the coordinates of the i-th text block.

Contextual Attention Module The contextual attention
module is used to learn the text arrangement, and classify
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text blocks into 4 pre-defined categories. It has four com-
ponents, which are the embedding layer, the BiLSTM en-
coder (Huang, Xu, and Yu 2015), the multi-head attention
(Vaswani et al. 2017) and the linear classifier.

Embedding Layer Given an input tensor I € R"*®, we
adopt a linear layer to map it to a high-dimensional embed-
ding space as follows:

E=W,-I+b, 3)

BiLSTM Encoder LSTM, as a classic model for sequence
encoding, has been widely applied in various tasks. Bidirec-
tional LSTM can learn temporal information from both di-
rections simultaneously. Therefore, we have chosen it as the
sequence encoder for TDeLTA. In the subsequent sections,
we will provide detailed comparisons with other commonly
used encoders.

Give an input E € R"* we adopt Np-layer bi-
directional long short-term memory network (BiLSTM) to
learn the spatial arrangement among text blocks.

H = BiLSTM(E) “)
Thus, we can get the vector representation H € R"™*2!»

that contains spatial arrangement information, where /;, in-
dicates the hidden size of BiLSTM in a single direction.

Multi-head Attention The multi-head attention mecha-
nism has been proven to be effective in mining the connec-
tions among tokens in the input sequence on various tasks.
Therefore, we use it to further learn the two-dimensional
spatial arrangement among text blocks in document pages.

Then, we use the multi-head attention mechanism to fur-
ther learn the global arrangement information of the text
block.

A =MHA(H) 5)
where MHA denotes the multi-head attention mechanism.

Linear Classifier Since we get the arrangement-aware
vector representation A € R™*!a_ where [ 4 denotes the hid-
den size of the output of multi-head attention layer, a linear
classifier layer is used to classify the text blocks as follows:

Y = argmax (softmax(Wejs - A + beis)) (6)
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Figure 3: Model Architecture of TDeLTA.

The text blocks in document pages are now classified into
four categories.

Loss Function As we treat it as a classification task, we
choose to use Cross Entropy loss as the loss function of
TDeLTA.

—y)log(1 — y?)

= (N

I . -
—= ylog(y’) + (1
niZl

Post-processing Algorithm

After getting the classification results of text blocks, we em-
ploy a post-processing algorithm to generate table bound-
aries. The post-processing algorithm consists of two steps:
1) aggregating the neighboring text classified as being in-
side tables (including three categories) to form preliminary
results., and 2) generating the top and left boundaries of the
tables based on row headers and column headers, and then
splitting the preliminary results to generate the final detected
boundaries. We designed the second step to handle cases
where multiple tables are adjacent.

Experiments
Datasets

PubTables-1M' (2021) contains 460,589 fully-annotated
pages for training; 57,591 for validation; and 57,125 for test-
ing. This dataset focuses on tables in scientific domain, as
they choose the PMCOA corpus to be their data source,
which consists of millions of publicly available scientific
articles. The authors generated the labels automatically by
matching the text content from PDF documents and XML
documents.

FinTabNet’> (2020) contains 48,001 fully-annotated pages
for training; 5,943 for validation; and 5,903 for testing. This
dataset focuses on complex tables from the annual reports
of the S&P 500 companies. Financial tables often have very

Uhttps://github.com/microsoft/table-transformer
*https://developer.ibm.com/exchanges/data/all/fintabnet/
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different styles compared with those in scientific documents,
like fewer borderlines and more diverse background colors.
Therefore, we report results on the test set of FinTabNet un-
der O-shot setting to verify the robustness and transfer ability
of TDeLTA when facing out-of-distribution tables.

Metrics

Like objection detection tasks, we take Intersection-over-
Union(IoU) as our evaluation metrics, where a detection
bounding box is considered as a positive result when the
proportion of its intersection area with ground truth is larger
than the threshold. All results in this experiment were calcu-
lated by the open-source Python package Pycocotools.

Baselines

We compare TDeLTA with several strong baselines includ-
ing Table-DETR (Smock, Pesala, and Abraham 2021), Cas-
cadeTabNet (Prasad et al. 2020), DiT (Li et al. 2022) and
YoLov7 (Wang, Bochkovskiy, and Liao 2022). Table-DETR
is a variant of DETR (Carion et al. 2020) on table-related
tasks, and the best baseline reported in the original paper of
Pubtables-1M. Here we use its officially published weights.
CascadeTabNet is a widely-used method based on Cascade
R-CNN (Cai and Vasconcelos 2018) and have achieved
great performance in many table detection benchmarks.
YoLov7 is one of the state-of-the-arts in object detection
task. We trained these two baseline models on Pubtables-
IM by ourselves. DiT, LayoutLMv3 and StrucTexTv2 are
all document-oriented visual backbone pretrained on large-
scale unlabeled document images. We fine-tuned DiT on
PubTables-1M and utilized the officially released weights
fine-tuned on PubLayNet for the other two models, since
both datasets derive from the PubMed corpus, we assume
they have similar data distributions. Therefore, for Lay-
outLMv3 and StrucTexTv2, we only conduct comparisons
under the 0-shot setting on the FinTabNet dataset.

Implementation Details

For BiLSTM layers, we set the hidden size [}, to 128 and the
number of layers /Vy, to 8. For the multi-head attention layer,
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oU@0.5 IoU@0.6 Avg. (IoU@0.5-0.95 )

Methods P R FI P R Fi P R FI #Parm (M)
Table-DETR (2021)  99.50 99.97 99.74 99.50 99.96 99.73 97.08 9857  97.82 28.9
CascadeTabNet (2020)  99.00  99.92  99.46 99.00  99.91  99.45 98.99 99.83 99.41 82.6
DiT (2022) 98.99  99.93  99.47 98.99  99.92  99.46 98.96  99.81  99.38 113.2
YoLov7 (2022) 99.00  99.90  99.45 99.00 99.88  99.44 98.77  99.52  99.14 36.9
TDeLTA 98.53  99.71  99.12 98.47  99.65  99.05 98.02  99.39  98.70 3.1

w/ Transformer 98.49  99.53  99.01 98.41  99.45  98.92 97.80  99.11  98.45 47

w/ LSTM 97.84  99.13  98.48 96.67 98.92  97.78 94.62 97.66  96.11 4.2

w/ BiGRU 98.26  99.39  98.82 98.18  99.32  98.75 96.49  98.46  97.47 2.4

Table 1: Performance comparison on PubTables-1M. We report results of TDeLTA with different encoders.

we set the number of heads IV, to 4 and the output size [ 4 to
128 which equals to [;,. Ablation study of hyperparameters
can be found in the following section.

For each sequence encoder compared, we set the hidden
size to 128 and the number of layers to 8, except for LSTM,
which has a hidden size of 256. This ensures that the size of
each model is similar for a fair comparison.

All the weights are initialized with a uniform distribution.
During training, we employ an Adam (Kingma and Ba 2014)
optimizer for 300 epochs using a cosine decay scheduler
with 10% warmup steps. A batch size of 256 and an initial
learning rate of 0.001 are used. We implement our approach
based on PyTorch and conduct experiments on Nvidia Tesla
v100 32G GPUs.

Experimental Results

Results on PubTables-1M  As shown in Table 1, TDeLTA
and all the strong baselines achieve very high performance
on Pubtables-1M, with the average F1 scores around 99%.
This is because the documents in Pubtables-1M come from
a single source, and the table styles are relatively uni-
form, making it simpler for these strong baselines. TDeL.TA
achieves competitive results while the number of parameters
is just a fraction of other methods.

We also compare the BILSTM encoder with other sequen-
tial encoders. (i) LSTM exhibits the poorest performance
among the encoders, primarily due to its unidirectional na-
ture. (ii) BIGRU achieves a slight lower performance with
just 77% of the parameters (2.4M/3.1M). (iii) Transformer
relies solely on positional embedding to learn sequential in-
formation. BiLSTM, by requiring tokens to be inputted in a
specific order, exhibits heightened sensitivity to sequential
features. Furthermore, we have incorporated a multi-head
attention module in TDeLTA, allowing other sequential en-
coders to harness the advantages of Transformer.

Results on FinTabNet To better verify the robustness of
TDeLTA on cross-domain data, we directly test these models
on the test set of FinTabNet without fine-tuning. Results are
listed in Table 2. Among all the baselines, it is reasonable
that DiT and LayoutLMv3 show the best robustness since
they have the most parameters and are pre-trained on large-
scale unlabeled document images. Although CascadeTabNet
achieves the best result on PubTables-1M, its performance
decreased severely, and Table-DETR and YoLov7 have also

1674

exhibited similar trends. The decline in performance demon-
strates that these models excessively focus on the style of
tables and overfit to the data in the training set, resulting in
poor performance when faced with out-of-distribution data.
In contrast, TDeLTA achieves the best performance with the
fewest parameters and without using any external data, and
the gap becomes larger as the IoU threshold increased, with
an average F1 score surpassing DiT by more than 7%. This
demonstrates that TDeLTA can effectively learn the intrin-
sic features of tables and exhibits robustness across different
table styles.

Considering that in many cases only document images
can be obtained without the annotations of text blocks, to
demonstrate the practicality of TDeLTA, we utilize the light-
weight open-source OCR tool PaddleOCR? to perform text
detection on the images from FinTabNet, thereby getting
model input from raw images. As we can see in Table 2, un-
der this setting, TDeLTA’s performance only experienced a
minor decrease, while still significantly outperforming base-
line models. This demonstrates the robustness of TDeLLTA,
as it does not rely on high-quality text position annotations
and can be effectively applied in various scenarios. At lower
IoU threshold values, it can be observed that TDeLTA per-
forms better when using OCR results as input slightly. This
could be attributed to that some trivial text was missed by the
OCR tool, which may introduce interference to the model.

Ablation Study

To further study the influence of model scale on the perfor-
mance of TDeLTA, we conduct ablation studies on the num-
ber of layers and the hidden size of the BILSTM encoder.

Ablation study on the number of layers. We first keep
the hidden size of BiLSTM as 128 and set the number of
BiLSTM layers to 2, 4, 6, 8, 12, separately. Results are listed
in Table 3. We can observe that as the number of layers in-
creases, the performance of TDeLTA gradually improves on
both datasets, and it stabilizes when approaching 8 layers.
However, when the number of layers further increases to 12,
the performance on the PubTables-1M slightly decreases.
This indicates that increasing the number of layers can en-
hance TDeLTA's fitting ability and reach saturation around 8§
layers. Furthermore, it can be seen that when the number of

*https://github.com/PaddlePaddle/PaddleOCR
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IoU@0.5 ToU@0.6 Avg. (IoU@0.5-0.95)

Methods P R FI P R Fi P R FI #Parm (M)

Table-DETR (2021) 53.20 79.43  63.72 48.75  72.60  58.33 38.81 59.46  46.96 28.9

CascadeTabNet (2020)  47.05 51.72 49.27 44.15 49.78 46.80 37.23 43.37 40.06 82.6

DiT (2022) 81.77 89.61  85.51 78.62  87.01 82.60 69.11 78.37 73.45 113.2

YoLov7 (2022) 64.00 80.59 71.34 62.62 79.66 70.12 53.14 69.96 60.40 36.9

LayoutLMv3* (2022) 78.49 88.82 83.34 76.22  87.27  81.37 65.02 77.90 70.88 133.0

StrucTexTv2* (2023) 64.81 92.19 76.11 60.70  89.23  72.25 43.90 68.82 53.61 50.2
PDF Parser

TDeLTA 82.82 92.00 87.17 80.86 90.61 85.46 74.88 86.93 80.46 3.1
w/ Transformer 74.32  86.42  79.92 71.47  84.86  77.59 65.07 80.55  71.99 4.7
w/ LSTM 66.29 81.74 73.21 61.73 78.87 69.25 50.27 70.25 58.60 4.2
w/ BiGRU 78.42  88.71  83.25 75.08 86.85  80.54 64.26  79.77  71.18 2.4
Open-source OCR Tool

TDeLTA 83.46 91.60 87.34 81.71 90.52 85.89 7272 84.81 78.30 3.1
w/ Transformer 76.43 87.66 81.66 73.47 85.93 79.21 63.58 79.09 70.49 4.7
w/ LSTM 74.67 85.64  79.78 69.83 82.76  75.75 55.78 72.63  63.10 4.2
w/ BiGRU 80.08 89.24 84.40 75.54 86.99 80.86 62.40 77.76 69.24 2.4

Table 2: Performance comparison on FinTabNet under O-shot setting. We report results of TDeLTA that applying different
techniques to extract text blocks (i.e. PDF parsers and open-source OCR tools). * indicates fine-tuned on PubLayNet.

PubTables-1M FinTabNet
No —4p AR AP AR fParm (M)
2 9723  98.88 67.32 81.94 0.7
4 9740 98.97 70.91  84.07 1.5
6  97.69 99.17 72.49  84.54 2.3
8 98.02 99.39 74.89  86.93 3.1
12 97.91  99.20 76.08 87.10 4.7

Table 3: Ablation study on the number of layers of BILSTM

PubTables-1M FinTabNet
2 AP AR AP AR Parm (M)
16 88.54  94.36 41.66  62.69 0.051
32 96.08 98.37 71.81  84.18 0.199
64 97.87 99.21 73.50  85.70 0.783
128 98.02 99.39 74.89 86.93 3.1

Table 4: Ablation study on the hidden size of BILSTM

layers is 4 and the number of parameters is 1.5M, the perfor-
mance on FinTabNet already surpasses all baseline models.
We set the number of layers to 8.

Ablation study on the hidden size. We fixed the num-
ber of layers to 8 and set the hidden size to 16, 32, 64,
128 respectively to conduct ablation experiments. Results
are listed in Table 4. We can see that as the hidden size in-
creases, the performance of TDeLTA gradually improves on
both datasets. When the hidden size approaches 128, the per-
formance improvement becomes more gradual. From Table
4, it can be observed that when the hidden size is set to 32,
the model with only 119k parameters already outperforms
all basline models on FinTabNet. This proves the strong
transferability and stability of TDeLTA. We set the hidden
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size to 128.

Visualization of Attention

For a deeper look, we visualized the attention scores for two
sampled documents. As shown in Figure 4, the first column
represents the original inputs. The text block in blue denotes
the current step, and each subfigure displays the attention
scores of all other text blocks with respect to the blue one,
indicating the level of attention the blue text block pays to
others in the document. As we can see, different categories
of text blocks focus on global information differently. The
row headers is the forefront part of the table, which pays
more attention to the delineation area; The column headers
determines themselves based on the information from row
headers; content cells are more concerned with neighboring
text arranged in rows and columns; text outside the tables
are of little concern for the information within the table. This
demonstrates that TDeLTA has learned the semantic roles of
each text within the table and their interdependencies, and
can utilize them to obtain representations for different texts,
indicating that TDeLTA truely understands the tables.

Case Study

We sample three documents with tables in different styles
from the test set of FinTabNet and the results are shown in
Figure 5. Each row in the figure represents a sampled docu-
ment. Columns 1-4 show the results of baseline models, re-
spectively. Columns 5-6 represent TDeLTA’s classification
and detection results. The detection boxes in red represent
the bad cases, while those in green are correct results.
Figure 5 (a) shows that the background pattern of the im-
age can seriously affect the detection results of the image-
based baselines. And the horizontal line above the table
also misleads them. In Figure 5 (b), there are some texts
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Figure 4: Visualization of attention scores. The first column represents the original inputs. The text block in blue denotes the
current step, and each subfigure displays the attention scores of all other text blocks with respect to the blue one.
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Figure 5: Experimental results on FinTabNet under O-shot
setting. The red boxes represent the bad cases, while the
green ones denote correct detection.

surrounded by a rectangular box, and three of these base-
lines incorrectly detect it as a table, which shows that they
learned to detect rectangles, not tables. Figure 5 (c) illus-
trates the poor performance of these baseline models when
faced with borderless tables. All these cases emphasizes that
these image-based methods do not truly understand tables
but rather overfit to shallow visual features. The results in
column 5-6 show that TDeLTA can be robust to variations
in table styles and detect correctly.

Error Analysis

As show in Figure 6, the major error types are summarized
as follows: a) When two adjacent tables have identical for-
mats, they may be detected as one because their combination
also meets the criteria of aligning text in rows and columns;
b) When there is a separate short text above the table, the
model may mistakenly interpret it as the title and include
it within the scope of the table; c) When a table contains
long text content, it could be incorrectly divided because
the model misinterprets these long sentences as paragraphs
between tables. These cases indicate that although learning
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(2)

Figure 6: Bad cases of TDeLTA from the test set of FinTab-
Net. The images above exhibit the ground truth, and the ones
below shows the detection result.

(b) (c)

text arrangement can effectively improve the model’s robust-
ness, it is still insufficient to fully address the diversity of
tables. Combining multiple modalities of information will
help, such as textual content and visual cues.

Conclusion

In this work, we focus on improving the stability of table
detection models in the 0-shot setting when dealing with ta-
bles of different styles. We propose a light-weight and robust
table detection method called TDeLTA, which learns text ar-
rangement, classifies text blocks, and generates table bound-
aries. Experimental results show that TDeLTA, with only
3.1M parameters, achieves performance comparable to the
state-of-the-arts, and shows the best robustness when faced
with the cross-domain data under the O-shot setting.
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