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Abstract

Recently, despite the unprecedented success of large pre-
trained visual-language models (VLMs) on a wide range of
downstream tasks, the real-world unsupervised domain adap-
tation (UDA) problem is still not well explored. Therefore,
in this paper, we first experimentally demonstrate that the
unsupervised-trained VLMs can significantly reduce the dis-
tribution discrepancy between source and target domains,
thereby improving the performance of UDA. However, a ma-
jor challenge for directly deploying such models on down-
stream UDA tasks is prompt engineering, which requires
aligning the domain knowledge of source and target do-
mains, since the performance of UDA is severely influ-
enced by a good domain-invariant representation. We fur-
ther propose a Prompt-based Distribution Alignment (PDA)
method to incorporate the domain knowledge into prompt
learning. Specifically, PDA employs a two-branch prompt-
tuning paradigm, namely base branch and alignment branch.
The base branch focuses on integrating class-related repre-
sentation into prompts, ensuring discrimination among dif-
ferent classes. To further minimize domain discrepancy, for
the alignment branch, we construct feature banks for both
the source and target domains and propose image-guided
feature tuning (IFT) to make the input attend to feature
banks, which effectively integrates self-enhanced and cross-
domain features into the model. In this way, these two
branches can be mutually promoted to enhance the adap-
tation of VLMs for UDA. We conduct extensive experi-
ments on three benchmarks to demonstrate that our proposed
PDA achieves state-of-the-art performance. The code is
available at https://github.com/BaiShuanghao/Prompt-based-
Distribution-Alignment.

Introduction
Unsupervised domain adaptation (UDA) aims to improve
the generalization performance in the target domain of the
pre-trained model by using the labeled source domain and
unlabeled target domain (Wilson and Cook 2020; Zhu et al.
2023a). Many methods have been proposed to address the
UDA problem, mainly including adversarial training (Ganin
and Lempitsky 2015; Rangwani et al. 2022) and metric
learning (Saito et al. 2018; Tang, Chen, and Jia 2020; Zhang,
Wang, and Gai 2020). However, mitigating distribution by
domain alignment may inadvertently result in a loss of se-
mantic information, which comes from the entangled nature
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Figure 1: Metric comparisons on Office-Home. Higher val-
ues are better. r measures the compactness of features (i.e.,
the division of inner-class L2 distance and inter-class L2 dis-
tance Linter

2 ). MMD and KL divergence measure the do-
main discrepancy. T , Is and It denote the text features, and
image features of the source and target domain, respectively.
Our method demonstrates the most discriminable text fea-
tures, the most compact image features, the lowest domain
discrepancy, and the best accuracy.

of semantic and domain information (Tang, Chen, and Jia
2020; Ge et al. 2022; Zhang, Huang, and Wang 2022).

Recently, large vision language models (VLMs) like
CLIP (Radford et al. 2021) have shown impressive general-
ization performance in various downstream tasks. With the
disentangled visual and semantic representations, this may
avoid the loss of semantic information and improve UDA
performance. In light of this, we conduct an empirical ex-
periment to demonstrate the applicability of VLMs to the
UDA problem. Specifically, we evaluated the performance
of both unimodal model Vision Transformer (ViT) (Doso-
vitskiy et al. 2021) and zero-shot CLIP with hand-crafted
prompts. In Figure 1, although the compactness of source
features r(Is) and target features r(It) of CLIP is similar to
that of supervised-trained ViT, yet maximum mean discrep-
ancy (MMD) and KL divergence (KL) minimize, resulting
higher accuracy of target domain (Acc). This indicates CLIP
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has the potential to minimize the domain discrepancy for
UDA, which benefits from the multi-modal interaction.

To further adapt VLMs to downstream UDA tasks, one of
the most efficient paradigms is prompt tuning. Current state-
of-the-art prompt tuning methods, such as CoOp (Zhou et al.
2022b) and MaPLe (Khattak et al. 2023), have demonstrated
superior performance on some specific downstream tasks.
CoOp method adopts soft prompts to learn an appropriate
text prompt, and MaPLe further introduces vision-language
prompts to ensure mutual synergy. As shown in Figure 1,
we observe that 1) MaPLe takes a step towards aligning do-
mains compared to CLIP, as evidenced by its lower KL di-
vergence and MMD, which indicates that the prompts tun-
ing can help minimize the domain shift. 2) The image fea-
tures of MaPLe are more compact, indicating prompt tun-
ing can further improve the discriminative ability of CLIP
model. Nonetheless, these prompt tuning methods such as
CoOp or MaPLe may not be sufficient to address the do-
main shift problem fully because these methods primarily
focus on the placement of the prompt and may not directly
tackle the underlying causes of the domain shift. Therefore,
we argue that prompts should not only focus on their design
but also adapt to different domains by incorporating domain
knowledge into the prompt.

To this end, we propose a Prompt-based Distribution
Alignment (PDA) method for UDA. PDA consists of two
branches, namely the base branch and the alignment branch.
The base branch generates the image and text represen-
tations with prompt tuning, which focuses on integrating
class-related representations into prompts, ensuring discrim-
ination among different classes for each domain. The princi-
pal objective for UDA is to minimize the distribution shift of
image representations. The alignment branch utilizes image
representations to introduce domain knowledge to minimize
the domain discrepancy. To achieve this, we first construct a
source-domain and target-domain feature bank and propose
image-guided feature tuning (IFT) to make the image rep-
resentations of inputs attend to feature banks, which can ef-
fectively integrate self-enhanced and cross-domain features
into the model. As shown in Figure 1, PDA not only excels
in obtaining more discriminable image and text representa-
tions but also effectively mitigates the domain discrepancy.
Therefore, our method can guarantee the discriminability of
the model, and effectively capture important features from
both the source and target domains, which enables domain
alignment and allows the model to better adapt to the target
domain. Our main contributions are as follows:

• We first experimentally verify the effectiveness of VLM
on UDA downstream tasks. Then, based on this finding,
we further propose a prompt-based distribution align-
ment (PDA) method to tune prompt to the target domain.

• The proposed PDA includes two training branches. First,
the base branch ensures discrimination among different
classes. Second, the aligned branch obtains the domain-
invariant information by image-guided feature tuning.

• Extensive experiments demonstrate the effectiveness of
the proposed PDA, which achieves state-of-the-art per-
formance on Office-Home, Office-31 and VisDA-2017.

Related Work
Unsupervised Domain Adaptation
Unsupervised domain adaptation (UDA) aims to align the
source and target domains by learning a domain-invariant
feature representation (Zhang et al. 2023b; Chen, Xiao, and
Kuang 2022; Xiao et al. 2022). One method of aligning do-
mains is minimizing divergence between different domains.
Many divergence measures have been proposed, such as
maximum mean discrepancy (MMD) (Long et al. 2015),
correlation alignment (CORAL) (Sun, Feng, and Saenko
2016) and maximum density divergence (MDD) (Zhang
et al. 2019). Another line of work is motivated by the suc-
cess of adversarial learning. By modeling the optimization
process as a minimax problem (Ganin and Lempitsky 2015;
Long et al. 2018; Rangwani et al. 2022; Xiao et al. 2021), a
domain discriminator is introduced to distinguish the sam-
ples from different domains, with the aim of training the
model to generate domain-invariant features that can de-
ceive the domain discriminator. With the advent of trans-
former models, TVT (Yang et al. 2023) proposes an adap-
tation module to obtain both transferable and discrimina-
tive features, and CDTrans (Xu et al. 2022) leverages the
robustness of cross-attention modules and proposes a cross-
domain transformer for direct feature alignment. Different
from these mainstream unimodal UDA methods, we fo-
cus on harnessing the transferability inherent in vision lan-
guage models, which exhibit a promising capacity for do-
main alignment due to multimodal interaction.

Vision Language Models
The pre-trained Vision Language Models (VLMs) learn
image-text correlation by various pre-training tasks, such
as masked language modeling (Kim, Son, and Kim 2021),
masked language modeling (Tan and Bansal 2019), image-
text matching (Huang et al. 2021) and contrastive learning
(Jia et al. 2021; Zhang et al. 2022a; Chen et al. 2021). Al-
though these models have achieved unprecedented success
across a wide range of tasks including zero-hot and few-
shot visual recognition, effectively adapting them to down-
stream tasks remains a formidable challenge. Many works
have been proposed to enhance the generalization ability on
downstream tasks by introducing additional feature adapter
(Gao et al. 2021; Zhang et al. 2023a; Bai et al. 2024), atten-
tion (Guo et al. 2023), cache model (Zhang et al. 2022b)
and so on. The prompt learning paradigm, initially employed
in the field of Natural Language Processing (NLP), has also
been integrated into VLMs, emerging as one of the most ef-
ficient approaches for fine-tuning VLMs on various down-
stream tasks. In this work, we follow the line of prompt
learning methods and propose a prompt-based distribution
alignment method to improve the transferability of CLIP for
addressing the UDA problem.

Prompt Tuning in Vision Language Models
Prompt tuning is one of the important parts of parameter-
efficient tuning, which aims at learning only a small number
of parameters by means of input composition (Pfeiffer et al.
2023; Zhu et al. 2023b) while keeping the large model fixed.
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CoOp (Zhou et al. 2022b) firstly introduces soft prompt
in VLMs, demonstrating that suitable text prompts can en-
hance image recognition performance. CoCoOp (Zhou et al.
2022a) extends the CoOp by integrating lightweight neu-
ral networks to dynamically generate prompts for individual
images to deal with the overfitting problem of prompts. VPT
(Jia et al. 2022) achieves impressive results using a few vi-
sual prompts in transformer models. Furthermore, MaPLe
(Khattak et al. 2023) combines both text and visual prompts
into CLIP to improve the alignment between text and image
representations. To exploit the effectiveness of prompt tun-
ing for UDA, we introduce a two-branch training paradigm
consisting of base and alignment branches. The base branch
leverages prompt tuning to enhance the discriminability of
CLIP model. For the alignment branch, we design an image-
guided feature tuning to mitigate domain discrepancy.

Preliminaries
Unsupervised Domain Adaptation
UDA focuses on improving the model’s generalization per-
formance with the labeled data from the source domain and
unlabeled data from the target domain. Formally, given a la-
beled dataset Ds = {xs

i , y
s
i }

ns
i=1 of the source domain and

unlabeled dataset Dt = {xt
j}

nt
j=1, where ns and nt denote

the size of samples in the source and target domains, re-
spectively. Note that the data of two domains are sampled
from two different distributions, and we assume that the two
domains share the same label space. We denote the input
space as X and denote the label set as Y . There is a map-
ping M : {X} → Y from images to labels. In this work,
we incorporate prompts V into the input, thus the mapping
could be rephrased as M : {X,V } → Y from images and
prompts to labels. Our goal is to mitigate the issue of domain
discrepancy between Ds and Dt, and to learn a generalized
prompt P that can facilitate the transfer of knowledge from
the source domain to the target domain.

Revisiting Prompt Learning
Contrastive Language-Image Pre-Training (CLIP) model
consists of an image encoder and a text encoder, which en-
codes images and corresponding natural language descrip-
tions, respectively.
Zero-shot inference. The pre-trained CLIP model is
adapted to downstream tasks with hand-crafted prompts,
rather than fine-tuning the model. The text is always man-
ually designed as ”a photo of a [CLASS]” ([CLASS] is the
class token). The image-text matching score is computed us-
ing the cosine similarity ⟨wi, z⟩ between the image repre-
sentation z and the text representation wi corresponding to
the i-th class. The image representation is derived from the
image encoder with an input image, while the text represen-
tation wi is extracted from the text encoder using the prompt
description associated with the i-th class. The probability of
the image belonging to the i-th class can be formulated as:

p(y = i | x) = exp(⟨wi, z⟩/τ)∑K
j=1 exp(⟨wj , z⟩/τ)

, (1)

where τ denotes temperature parameter, K denotes the num-
ber of classes and ⟨·, ·⟩ denotes the cosine similarity.
Text prompt tuning. It avoids prompt engineering manu-
ally and strengthens the transferring ability of CLIP. CoOp
(Zhou et al. 2022b) introduces a set of M continuous learn-
able context vectors v = [v1, v2, ..., vM ], then the i-th class
of text prompt ti is defined as ti = [v, ci], where ci is the
fixed input token embedding. The learnable context vectors
can be extended to deeper transformer layers of the text en-
coder with transformer-based architecture, thus each layer
of input can be rephrased as [vj , cj ]Jj=1, where J is the num-
ber of transformer layers in the text encoder and [·, ·] refers
to the concatenation operation.
Visual prompt tuning. It adopts a similar paradigm as text
prompt tuning, where additional context vectors that are
fed into each layer of the image encoder are automatically
learned. For transformer-based image encoder, VPT (Jia
et al. 2022) inserts a collection of prompts ṽ between a se-
quence of patch embeddings e and the learnable class token
c, which can be designed as [ṽj , ej , cj ]Jj=1.
Multi-modal prompt tuning. The text prompt v and vi-
sual prompt ṽ are combined into CLIP. For instance, MaPLe
(Khattak et al. 2023) tunes the vision and language branches
of CLIP together by sharing prompts across both modalities.

Method
Inspired by the observations in the previous section, we
attempt to design an efficient yet effective prompt tun-
ing method for UDA. To enhance the transferability of the
prompt, we propose a Prompt-based Distribution Alignment
(PDA) method, whose framework is illustrated in Figure 2.
We introduce our PDA method as follows.

Prompting for Base Branch
Prompt design. We mainly adopt the paradigm of multi-
modal prompt. For the early layers of the image encoder,
a text prompt is employed to generate a visual prompt by
a projection layer. This means that text prompts are em-
ployed to guide the encoding process of images, enabling
the images to possess information in the feature space that
is relevant to the given text, therefore achieving alignment
of images with pertinent textual information. For the later
layers of the image encoder, each layer utilizes an indepen-
dent prompt. This design allows each layer to independently
capture distinct visual and semantic features of the image,
enabling better image-text interaction and capturing differ-
ent visual and semantic features.
Loss function. Contrastive loss function is then employed
to align the image and text representations, which can be
formulated as:

Lx = −
∑
i

ysi log
exp(⟨ŵi, ẑ

s⟩/τ)∑K
j=1 exp(⟨ŵj , ẑs⟩/τ)

, (2)

where ys denotes the one-hot ground-truth of source domain
data, K is the number of classes, wi and ẑs denote the i-th
class of final text representation and final image representa-
tions of the source domain with prompt tuning, respectively.
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Figure 2: Overview of the proposed Prompt-based Distribution Alignment (PDA) method. The snow denotes the frozen param-
eters, and the fire denotes the learnable parameters. From left to right, we respectively show the detailed framework of PDA
and the architecture of the IFT module. We mainly adopt the multi-modal prompt tuning in our PDA method. Additionally, IFT
module makes the visual features attend to the source/target-domain feature bank for domain alignment.

To further exploit data of the target domain, we use
pseudo labels to train these unlabeled data like Ge et al. (Ge
et al. 2022). The pseudo labels are generated by the pre-
diction of CLIP model. In order to enhance the reliability
of these pseudo labels, we set a fixed threshold value τ . If
the maximum probability τp predicted by CLIP for a given
image is lower than this threshold, the pseudo label is dis-
carded. Again, we adopt the contrastive loss function:

Lu = −I(τp ≥ τ)
∑
i

ŷti log
exp(⟨ŵi, ẑ

t⟩/τ)∑K
j=1 exp(⟨ŵj , ẑt⟩/τ)

, (3)

where I(·) is an indicator function, ŷt denotes the one-hot
pseudo label of target domain data and ẑt denotes final im-
age representations of the target domain with prompt tuning.

Pipeline of Alignment Branch
For the alignment branch, we construct feature banks for
both the source and target domains and propose image-
guided feature tuning (IFT) to make the input attend to fea-
ture banks to achieve domain alignment.
Constructing feature banks. With access to data from both
the source and target domains, we can obtain text features
and image features from both domains. Based on the strong
zero-shot ability of CLIP, we could construct robust and ac-
curate feature banks. Firstly, we produce confidence scores
(i.e, maximum probability) for images in the source domain
with the prediction in zero-shot CLIP. Similarly, we generate
a confidence score and corresponding pseudo label for each
image in the target domain. Specifically, the index of the
maximum confidence score is the pseudo label of the image.

We select the visual features of images with top-C confi-
dence scores in each class for the source and target domains,
and construct a K-way C-shot source-domain feature bank
and target-domain feature bank, where K denotes the num-
ber of classes and C denotes the number of samples in each
class. Then we obtain the centroid features of each class as
the final source-domain feature bank zsc and target-domain
feature bank ztc, respectively.
Image-guided feature tuning (IFT). IFT leverages feature
banks to guide images to obtain self-enhanced and cross-
domain features, as shown in Figure 2 (right). We first apply
a weight-shared projector layer fpre, i.e., a three-layer mul-
tilayer perceptron, to transform the image feature ẑ, source-
domain feature bank zsc, and target-domain feature bank ztc
into query, key and value, which can be formulated as:

Q = fpre(ẑ), Ksc, Vsc = fpre(zsc),

Ktc, Vtc = fpre(ztc).
(4)

We make the image feature attend to source-domain and
target-domain feature banks, resulting in augmented image
features. These features are then transformed by another
weight-shared projector fpost. The whole process with at-
tention can be formulated as:

zsa = fpost(softmax(
QKT

sc

ϵ
)Vsc),

zta = fpost(softmax(
QKT

tc

ϵ
)Vtc),

(5)

where ϵ denotes the scale value and T denotes the transpose
operation. Then, we combine an add and norm module with
the original visual feature, which can be formulated as:
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Method A-C A-P A-R C-A C-P C-R P-A P-C P-R R-A R-C R-P Avg

zero-shot CLIP 67.6 89.0 89.4 82.4 89.0 89.4 82.4 67.6 89.4 82.4 67.6 89.0 82.1
linear probe CLIP 60.1 73.7 80.9 66.4 76.4 76.8 63.4 61.0 82.3 74.7 64.8 88.3 72.4

CoOp 70.0 90.8 90.9 83.2 90.9 89.2 82.0 71.8 90.5 83.8 71.5 92.0 83.9
CoCoOp 70.4 91.4 90.4 83.5 91.8 90.3 83.4 70.9 91.0 83.4 71.2 91.7 84.1

VP 66.7 89.1 89.1 81.7 89.0 89.2 81.8 67.0 89.1 81.7 66.6 89.0 81.7
VPT-shallow 69.3 90.1 90.2 83.4 91.0 90.2 82.6 70.6 90.9 83.5 69.6 91.2 83.6

VPT-deep 71.6 89.9 90.3 82.8 91.0 89.7 82.0 71.5 90.3 84.6 71.7 91.6 83.9
IVLP 71.4 91.7 90.8 83.6 90.2 89.3 82.2 72.4 90.4 84.1 72.1 92.0 84.2

MaPLe 72.2 91.6 90.3 82.6 90.9 89.8 82.4 71.6 90.1 85.1 72.0 92.1 84.2
DAPL 70.7 91.0 90.9 85.2 91.0 91.0 85.1 70.7 90.9 85.3 70.4 91.4 84.4

PDA (Ours) 73.5 91.4 91.3 86.0 91.6 91.5 86.0 73.5 91.7 86.4 73.0 92.4 85.7

Table 1: Comparisons with the prompt tuning methods on Office-Home dataset with ViT-B/16 as the backbone. Bold denotes
the best scores.

Method A-D A-W D-A D-W W-A W-D Avg

zero-shot CLIP 77.7 75.8 79.0 75.8 79.0 77.7 77.5
linear probe CLIP 83.1 83.3 74.2 96.5 70.3 98.4 84.3

CoOp 88.5 88.5 82.0 96.1 82.4 99.0 89.4
CoCoOp 86.9 88.2 83.2 94.1 82.8 98.0 88.9

VP 78.5 74.8 77.9 75.5 77.8 79.7 77.4
VPT-shallow 83.5 83.8 77.5 88.6 80.9 91.2 84.2

VPT-deep 89.6 86.5 81.9 96.5 82.8 99.2 89.4
IVLP 85.7 89.2 81.9 98.4 80.3 99.2 89.1

MaPLe 86.9 88.6 83.0 97.7 82.0 99.4 89.6
DAPL 81.7 80.3 81.2 81.8 81.0 81.3 81.2

PDA (Ours) 91.2 92.1 83.5 98.1 82.5 99.8 91.2

Table 2: Comparisons with the prompt tuning methods on Office-31 dataset with ViT-B/16 as the backbone. Bold denotes the
best scores.

zvs =
zsa + ẑ

||zsa + ẑ||2
,

zvt =
zta + ẑ

||zta + ẑ||2
,

(6)

where ||·||2 denotes 2-norm. Then the final augmented image
representation ẑ can be denoted as β1zvs + β2zvt.
Loss function. Contrastive loss function is then employed to
align the image representations and feature banks of source
and target domains, which can be formulated as:

Lxa = −
∑
i

ysi log
exp(⟨ŵi, h(ẑ

s)⟩/τ)∑K
j=1 exp(⟨ŵj , h(ẑs)⟩/τ)

, (7)

where h denotes the IFT module and h(ẑs) denotes aug-
mented image representations of the source domain.

Similar to the base branch, we use the data of the target
domain and obtain augmented image representations of the
target domain ẑt. Then contrastive loss function is adopted:

Lua = −I(τp ≥ τ)
∑
i

ŷti log
exp(⟨ŵi, h(ẑ

t)⟩/τ)∑K
j=1 exp(⟨ŵj , h(ẑt)⟩/τ)

.

(8)
As a result, our PDA method can be trained end-to-end

using a total contrastive loss:

L = Lx + Lu + γ(Lxa + Lua), (9)

where γ is hyper-parameter. During the test phase, we cal-
culate a weighted sum of the predictions from both the base
and alignment branches, resulting in the final prediction of
our model. These two branches are essential not only for
enhancing model discriminability but also for aligning the
distribution shift between source and target domains.

Experiments
In the following section, we describe the datasets, baselines,
experimental setup, and results of our analysis. Here we
show essential comparison and analysis. More details and
experiments are provided in the Appendix.

Experimental Setting
Datasets. Experiments are conducted on popular benchmark
datasets of unsupervised domain adaptation, namely Office-
Home (Venkateswara et al. 2017), Office-31 (Saenko et al.
2010) and VisDA-2017 (Peng et al. 2018).
Baselines. For prompt tuning methods, we choose 7 base-
lines, i.e., CoOp (Zhou et al. 2022b), CoCoOp (Zhou et al.
2022a), VPT (Jia et al. 2022), VP (Bahng et al. 2022),
IVLP (Khattak et al. 2023), MaPLe (Khattak et al. 2023)
and DAPL (Ge et al. 2022). We also compare PDA with the
state-of-the-art (SOTA) methods, including ResNet-based
and ViT-based methods. The ResNet-based methods are
DANN (Ganin and Lempitsky 2015), JAN (Long et al.
2017), MCD (Saito et al. 2018), MDD (Zhang et al. 2019),
MCC (Jin et al. 2020), SHOT (Liang, Hu, and Feng 2020)
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Method A-C A-P A-R C-A C-P C-R P-A P-C P-R R-A R-C R-P Avg

ERM

R
N

50

34.9 50.0 58.0 37.4 41.9 46.2 38.5 31.2 60.4 53.9 41.2 59.9 46.1
DANN 45.6 59.3 70.1 47.0 58.5 60.9 46.1 43.7 68.5 63.2 51.8 76.8 57.6

JAN 45.9 61.2 68.9 50.4 59.7 61.0 45.8 43.4 70.3 63.9 52.4 76.8 58.3
MDD 54.9 73.7 77.8 60.0 71.4 71.8 61.2 53.6 78.1 72.5 60.2 82.3 68.1
SDAT 56.0 72.2 78.6 62.5 73.2 71.8 62.1 55.9 80.3 75.0 61.4 84.5 69.5
SHOT 57.1 78.1 81.5 68.0 78.2 78.1 67.4 54.9 82.2 73.3 58.8 84.3 71.8

PDA (Ours) 55.4 85.1 85.8 75.2 85.2 85.2 74.2 55.2 85.8 74.7 55.8 86.3 75.3
TVT

V
iT

74.9 86.8 89.5 82.8 87.9 88.3 79.8 71.9 90.1 85.5 74.6 90.6 83.6
SDAT 69.1 86.6 88.9 81.9 86.2 88.0 81.0 66.7 89.7 86.2 72.1 91.9 82.4
SSRT 75.2 89.0 91.1 85.1 88.3 89.9 85.0 74.2 91.2 85.7 78.6 91.8 85.4

Deit-based 61.8 79.5 84.3 75.4 78.8 81.2 72.8 55.7 84.4 78.3 59.3 86.0 74.8
CDTrans-Deit 68.8 85.0 86.9 81.5 87.1 87.3 79.6 63.3 88.2 82.0 66.0 90.6 80.5
PDA (Ours) 73.5 91.4 91.3 86.0 91.6 91.5 86.0 73.5 91.7 86.4 73.0 92.4 85.7

Table 3: Comparisons with SOTA methods on Office-Home with ResNet50 and ViT as the backbone. Bold is the best scores.

Method plane bicycle bus car horse knife mcycl person plant sktbrd train truck Avg

ERM

R
N

10
1

55.1 53.3 61.9 59.1 80.6 17.9 79.7 31.2 81.0 26.5 73.5 8.5 52.4
DANN 81.9 77.7 82.8 44.3 81.2 29.5 65.1 28.6 51.9 54.6 82.8 7.8 57.4
MCD 87.0 60.9 83.7 64.0 88.9 79.6 84.7 76.9 88.6 40.3 83.0 25.8 71.9
MCC 88.1 80.3 80.5 71.5 90.1 93.2 85.0 71.6 89.4 73.8 85.0 36.9 78.8
SDAT 94.8 77.1 82.8 60.9 92.3 95.2 91.7 79.9 89.9 91.2 88.5 41.2 82.1
SHOT 94.3 88.5 80.1 57.3 93.1 94.9 80.7 80.3 91.5 89.1 86.3 58.2 82.9

PDA (Ours) 97.2 82.3 89.4 76.0 97.4 87.5 95.8 79.6 87.2 89.0 93.3 62.1 86.4
TVT

V
iT

92.9 85.6 77.5 60.5 93.6 98.2 89.3 76.4 93.6 92.0 91.7 55.7 83.9
SDAT 96.3 80.7 74.5 65.4 95.8 99.5 92.0 83.7 93.6 88.9 85.8 57.2 84.5
SSRT 98.9 87.6 89.1 84.8 98.3 98.7 96.3 81.1 94.8 97.9 94.5 43.1 88.8

Deit-based 98.2 73.0 82.5 62.0 97.3 63.5 96.5 29.8 68.7 86.7 96.7 23.6 73.2
CDTrans-Deit 97.1 90.5 82.4 77.5 96.6 96.1 93.6 88.6 97.9 86.9 90.3 62.8 88.4
PDA (Ours) 99.2 91.1 91.9 77.1 98.4 93.6 95.1 84.9 87.2 97.3 95.3 65.3 89.7

Table 4: Comparisons with SOTA methods on VisDA-2017 with ResNet101 and ViT as the backbone. Bold is the best scores.

and SDAT (Rangwani et al. 2022), and the ViT-based meth-
ods are Deit (Touvron et al. 2021), CDTrans (Xu et al. 2022),
SDAT, SSRT (Sun et al. 2022) and TVT (Yang et al. 2023).
Experimental Setup. We adopt ResNet50 (He et al. 2016),
ResNet101 and ViT-B/16 (Dosovitskiy et al. 2021) as our
backbones. Following Zhou et al. (Zhou et al. 2022b), we
adopt text prompt as prompt design for ResNet-based back-
bone. Following Khattak et al. (Khattak et al. 2023), we
adopt the multi-modal prompt as prompt design for the ViT-
based backbone. The parameters in the encoders of CLIP
are fixed, and we train the prompt and IFT module using
the SGD optimizer for 10 epochs on the Office-Home and
VisDA-2017 datasets, and for 20 epochs on the Office-31
dataset, with a batch size of 32. For all prompt tuning meth-
ods, we set the learning rate initially to around 0.003 ini-
tially and decay it using a cosine annealing rule. Moreover,
the context tokens length is set to 2 for MaPLe and our PDA
method, 10 for VPT and VP, and 16 for CoOp and CoCoOp.

Comparisons with Prompt Tuning Methods
Results on Office-Home. As shown in Table 1, our PDA
achieves the best performance on almost all tasks with
85.7% accuracy, and achieves an average accuracy improve-
ment of 3.6%, 1.8%, and 1.5%, respectively, compared with
zero-shot CLIP, CoOp and MaPLe. For some tasks, such as
C-A and P-A, we observe improvements of around 4.0%

compared with MaPLe. Furthermore, we find that multi-
modal prompt tuning methods perform better than single-
modal prompt tuning methods.
Results on Office-31. As shown in Table 2, our PDA method
also outperforms all other prompt tuning methods. We ob-
serve that prompt tuning can significantly improve the trans-
ferability of zero-shot CLIP, as PDA outperforms zero-shot
CLIP by 13.7% on average accuracy. For some tasks, such
as W-D and D-W, our PDA outperforms zero-shot CLIP by
22.1% and 22.3%, respectively, indicating that the domain
shift problem is well alleviated.

Comparisons with SOTA Methods
Results on Office-Home. Table 3 shows the quantitative
comparison with the ResNet-based and ViT-based methods.
PDA outperforms other SOTA methods with identical back-
bones. For instance, with ResNet50 as the backbone, PDA
outperforms SHOT by 3.5% and SDAT by 5.8% by a large
margin, respectively. With ViT as the backbone, PDA out-
performs SSRT by 0.3% and TVT by 2.1%, respectively.
Compared with these unimodal methods, PDA exhibits su-
perior performance with multi-modal interaction.
Results on VisDA-2017. Table 4 shows the experimental
results on the VisDA-2017 dataset. Our PDA method also
achieves SOTA performance on the VisDA-2017 dataset
with different backbones. For example, PDA outperforms
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zero-shot CLIP MaPLe PDA (Ours)

a) task A→C on the Office-Home dataset

c) task A→W on the Office-31 dataset

zero-shot CLIP MaPLe PDA (Ours)

b) task C→A on the Office-Home dataset

d) task S→R on the VisDA-2017 dataset

Figure 3: The t-SNE visualization for different tasks on the three datasets with zero-shot CLIP, MaPLe and our PDA method.
Image features extracted from the source and target domain are shown in blue and red, respectively.

Lx Lxa Lu Lua O.H. Office-31 VisDA-2017

82.1 77.5 88.9
✓ 84.2 89.6 83.5
✓ ✓ 84.6 89.8 85.2
✓ ✓ ✓ 85.2 90.5 89.0
✓ ✓ ✓ ✓ 85.7 91.2 89.7

Table 5: Ablation on different constraint losses. The aver-
age results of three datasets are reported. O.H. denotes the
Office-Home dataset.

SHOT and SDAT by a large margin of 3.5% and 4.3%, re-
spectively. With ResNet101 as the backbone, PDA outper-
forms SSRT by 1.1% and TVT by 5.8%, respectively.

Ablation Study

Effect of each constraint loss. Table 5 shows the experi-
mental results of integrating different constraint losses. In
most cases, each constraint loss contributes positively to en-
hancing the model’s performance. For Office-Home dataset,
we observe a consistent performance improvement with the
introduction of each constraint loss, and the combination of
them improves the averaged results by 3.6%. For Office-
31 dataset, a notable improvement of 12.1% is achieved by
incorporating the Lx, which ensures discrimination among
different classes. The combined influence of these constraint
losses results in an impressive average performance im-
provement of 13.7%. For VisDA-2017 dataset, we encounter
a tendency towards overfitting to data of source domain
when employing Lx, but this issue is mitigated by the ap-
plication of other constraint losses.
Sensitivity analysis of the pseudo label threshold τ and
context token length. Figure 4 presents the results of vary-
ing the context token length and pseudo label threshold, re-
spectively. The results suggest that the performance of our
method is generally robust to both of them.

Figure 4: Sensitivity analysis of the context token length
(left) and pseudo label threshold τ (right) on three datasets.

Visualization
As shown in Figure 3, we visualize the image features ex-
tracted from zero-shot CLIP, MaPLe and our PDA on four
tasks from the three datasets via t-SNE. We can observe that
our PDA method can better align the two domains.

Conclusion
In this paper, we demonstrate the effectiveness of vision lan-
guage models and prompt tuning of VLMs for unsupervised
domain adaptation. Based on this, we introduce distribution
alignment into prompt tuning and propose a Prompt-based
Distribution Alignment (PDA) method with a two-branch
training paradigm. These two branches play a vital role not
only in improving model discriminability but also in mitigat-
ing the distribution shift between the source and target do-
mains. Extensive experiments confirm the effectiveness of
our proposed method and our PDA method achieves new
state-of-the-art performance for unsupervised domain adap-
tation. Due to the transferability of the learned prompts, we
may further explore prompt alignment for unsupervised do-
main adaptation or other downstream tasks in future work.
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